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Abstract- TO reduce the effects of inter-symbol inter- phase rotation of the data. For small rotations this will 
ference resulting from the dispersive nature of the indoor 
radio channel most HIPERLAN receivers will incorpo- 
rate an adaptive equaliser. In this paper, compuational 
complexity of several equaliser algorithms is estimated. 
The effect of frequency offset between transmitter and 
receiver on the performance of such an equaliser is inves- 
tigated. By employing a decision feedback equaliser in- 
corporating a second order phase locked loop, the effect 
of both the intersymbol interference and frequency offset 
can be significantly reduced. Using such a technique, the 
packet error ratio (PER) of a HIPERLAN radio link in a 
multipath channel is found by simulation. 

I. INTRODUCTION 

Recently completed by the European Telecommunica- 
tions Standards Institute (ETSI) [l], the HIgh PErfor- 
mance Radio Local Area Network (HIPERLAN) stan- 
dard intends to provide high performance, low-cost, low- 
power networking capability on a PCMCIA card. Its 
high data rate will support a variety of applications, 
both time-bounded and asynchronous. HIPERLAN fa- 
cilitates so-called ad-hoc networking, where a group of 
users can set up a network without the requirements of 
a central controlling node (mesh topology) [2,3]. 

HIPERLAN requires low cost oscillators, with an ac- 
curacy not worse than 10 parts per million (ppm). Thus, 
at 5.2 GHz the output frequency of a 10 ppm oscillator 
will be in the range fc k 50 kHz, where fc is the nominal 
carrier frequency. Assuming the frequency offset of each 
oscillator is uniformly distributed over f 5 0  kHz, the fre- 
quency offset between a transmitter and receiver has a 
triangular distribution over i 100 kHz. The transmission 
rate in HIPERLAN is 23.5294 Mbit/s (bit period of 42.5 
ns). At this transmission rate a worst-case frequency off- 
set of 100 kHz corresponds to a phase rotation in the re- 
ceived signal of about 1.54”/bit. The modulation scheme 
in HIPERLAN is GMSK with pre-coding, so that data is 
represented by the absolute phase of constellation points 
and not the phase difference between successive constel- 

have the effect of reducing the signal to noise ratio. For 
larger offsets the data may be taken over the decision 
threshold, in which case nominally correct data will be 
misdetected. 

The high transmission rate of HIPERLAN and dis- 
persive nature of the indoor radio channel mean that 
HIPERLAN equipment will usually require an equaliser 
to be able to successfully recover transmitted data. 
HIPERLAN has been designed to  support limited mobil- 
ity, restricted to pedestrian speeds. A maximum speed 
of 1.4 m/s leads to a maximum Dopper spread of &25 
Hz. This means that in the period of the longest data 
packet (lms) no path can change in length by more than 
X/40, where X is the wavelength. In other words, one as- 
sumes the radio channel is quasi-static for the duration 
of the longest packet. In this case it should be possible 
to compute the equaliser coefficients once at the start of 
the packet, and they will remain valid throughout the 
packet, i.e. it is not necessary to operate the equaliser 
in tracking mode. However, a frequency offset of 50 kHz 
produces 50 cycles of rotation in lms, so that some pro- 
cessing of the signal in the receiver must be carried out 
to compensate for the frequency offset. 

This paper considers two solutions to the problem of 
frequency offset. Firstly, the equaliser coefficients can be 
updated on a continuous basis. This method is computa- 
tionally complex and has limited performance. Secondly, 
joint optimisation of equaliser tap weights and demod- 
ulator phase can be achieved by incorporating a phase 
locked loop in the equaliser. The performance with first 
and second order loops is considered. Performance of 
this method is compared to that without any frequency 
offset by simulation of a HIPERLAN radio link. Refer- 
ence [4] also covers these topics more extensively. 

11. CONTINUOUS UPDATE OF EQUALISER 
COEFFICIENTS 

lation points. The frequency offset manifests itself as a 

The work described in this paper was supported by the UK 
DTI/EPSRC LINK project: PC2011 “High Throughput Radio 
Modem” in collaboration with Symbionics Networks Limited un- 
der EPSRC grant GR/K00318. 

Many recursive algorithms are available for calculat- 
ing the equaliser coefficients [5] .  Choice of algorithm 
is a compromise: simple algorithms require many itera- 
tions, complex algorithms require few. The requirement 
of an immediate positive acknowledgement in HIPER- 
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LAN means that the equaliser taps must be computed 
in real-time, i.e. the packet cannot be buffered whilst 
the coefficients are calculated. This essentially means 
that an iteration of the selected algorithm niust be per- 
formed every 42.5 ns. In order to achieve this with cur- 
rent technology it was anticipated that a simlple training 
algorithm such as Least Mean Squares (LMS) would be 
used. Each data packet in HIPERLAN is preceded by 
a pre-determined 450 bit sequence for synchronisation 
purposes and equaliser training. 

Some analysis of computational complexity of several 
equalisation algorithms is provided in Fig. 1. Here, the 
number of computations per second needed to imple- 
ment the equaliser is estimated for varying data rates 
and rms delay spreads. This is quite important since 
the equaliser performs a large fraction (e.g. 80%) of the 
computation needed to  implement the complete demod- 
ulator. 

10’ 
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RMS Delay Spread (ns) 

Fig. 1. Computational requirements in millions of complex op- 
erations per second (MCOPS) for LMS, RLS and fast RLS 
equalisers. Data rate is 20 Mbit/s. 

The computational requirements depend on the 
equaliser length. Unfortunately, analytically determin- 
ing the minimum required equaliser length is not possi- 
ble in most cases. Therefore, the following simplifying 
assumptions are made: 

the channel impulse response length is three times the 
rms delay spread ITrms. 

under virtually noise-free conditions, thle equaliser’s 
pulse response will approximate the inverse of the chan- 
nel. Thus, the equaliser length should be several times 
longer than the channel impulse response length. This 
factor is assumed to be 3. 

The computations needed for operation of an adaptive 
equaliser are for: updating the tap weights itnd comput- 
ing the output. The latter needs N complex multiplica- 
tions for an N-tap equaliser, regardless of thle tap adjust- 
ment algorithm used. In Fig. 1 the ’Fixed Tap’ curve 
shows the computational burden if the taps are fixed. 
The other three curves show the computational burden 
for updating and computing the output. In ,dl cases, the 

lo5r-- ’ -l 
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Fig. 2. Computational requirements in MCOPS for an LMS 
equaliser versus data rate. 

computational burden increases rapidly as the rms (delay 
spread increases. Moire complex algorithms such as RLS 
require large number of computations for tap updating. 
This fact can be observed in Fig. 1. For the LMS algo- 
rithm, the com,putational burden for varying data at a 
given rms delay spread is provided in Fig. 2. 

The LMS algorithm for an adaptive equaliser mity be 
summarised as follows: the current equaliser output, y,, 
is given by 

Y, = CnRT 

where C ,  is a vector representing the equaliser coe%- 
cients, R, is the curirent input vector, T represent,s the 
transpose of the vector R,, and the equaliser coefficients 
are updated acc0rdin.g to 

Cn+l = C, + PenRn 

where e, is the error signal and ,f3 is the step size param- 
eter. For a linear equaliser, R, contains received signal 
samples only, whereas for a decision feedback equaliser 
(DFE), R, also contains past detected symbols. Clearly, 
for the time-variant channel caused by the frequency off- 
set, the optimum tap vector will also be time variant. 
The LMS algorithm attempts to minimise the output 
MSE, but alwa,ys lags because of noisy estimates. ‘Thus, 
the output MSE increases by two quantities, Jp due to 
noisy estimates, and 4 due to the lag. Decreasmg p 
reduces Jp but increases 4. Conversely, increasmg p 
reduces JI but increases Jp. However, the maximum 
possible step size, Pmlax, is limited by the channel eigen- 
value spread and equ(a1iser length [5,6]. As the frequency 
offset increases, JI dominates the equaliser performance, 
even the use of Pmax being insufficient, and the LMS 
equaliser breaks down. 

The selection of the step-size parameter to allow track- 
ing of the phase rotation places additional constraints on 
system design - not only does one need to  select a step 
size parameter suitable for the multipath channels one 
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may encounter (as indicated by the eigenvalue spread of 
the channel correlation function) [5] but it must also be 
selected to allow tracking of any frequency offset. Selec- 
tion of a step size parameter which fulfils both of these 
requirements may not always be possible - a large eigen- 
value spread dictates the step-size parameter must be 
small but this will not allow suitable tracking of a large 
frequency offset. 

111. JOINT OPTIMISATION OF EQUALISER TAP 
WEIGHTS AND DEMODULATOR PHASE 

The packet duration in HIPERLAN was selected to 
make the assumption of a quasi-static channel valid, 
even during the longest packets. The only channel vari- 
ation which a receiver sees during a packet is that due to 
transmitter/receiver frequency offset. This can be com- 
pensated by continuously updating the equaliser coeffi- 
cients or by varying the demodulaor phase. An efficient 
method for joint optimisation of equaliser tap weights 
and demodulator phase has been given by Falconer in 
his classic paper [7]. Figure 3 shows a linear transversal 
equaliser combined with a phase tracking demodulator. 
The output of the equaliser is rotated back by the de- 
modulator phase e,, which is an estimate of the phase 
rotation, and a hard decision is made on this signal, The 
equaliser output is then subtracted from the hard deci- 
sion which has been rotated by the phase estimate in, 
the resulting signal being the error signal used in updat- 
ing the equaliser coefficients. 

e& 
1 

Re.71 I $ Y" ~ 

e ualiser 

A !  ! 
phase 

Fig. 3.  Linear equaliser with phase estimation 

The equations used to update the coefficients and to 
estimate the demodulator phase 6,  for the LMS algo- 
rithm are the coupled stochastic difference equations [7] 

Cn+l = C n  - PRn(QL - 6;) (14 
en+, = en + aIm(Qn9;) (Ib) 

where ~1 is a phase update parameter and 
step size. 

A .  First Order Phase Locked Loop 
The system in Figure 3 when used with equations (la) 

and ( lb)  is an equaliser incorporating a standard, first 
order phase locked loop (PLL) for estimating the phase 

is the usual 

of the signal. Changing the step size parameter changes 
the rate of convergence of the equaliser, as would be the 
case for an equaliser with no frequency offset. Correct 
operation of a first order PLL requires a non-zero output 
from the phase comparator, otherwise there is no signal 
to  drive the phase accumulator. A first order PLL thus 
always operates with some phase lag. This phase lag can 
be overcome by using a second order PLL. 

A . l  Analysis of 1st order Discrete PLL 

Eqs. ( la)  and (lb) describe a joint LMS equaliser and 
data-directed PLL 171. The exact performance analysis 
of this structure is extremely difficult. However, insight 
into the operation of the PLL can be obtained by the 
following approximate analysis using two simplifying as- 
sumptions. Firstly, the effect of the equaliser is ignored 
by decoupling the two equations. Secondly, the PLL op- 
erates with a small error signal (linearised model) and 
Im(Q,Q:) M 0% - 8,. Then, ( lb)  is a discrete first-order 
PLL given by 

in+, = en + a(en - in). ( 2 )  

Taking z-transforms of both sides gives 

e ( 4  a: 
O(Z) z -  1i-a '  

H ( z )  = - = (3) 

H ( z )  has a pole p = 1 - Q: . To ensure stability, Ipl < 1 
giving 0 < cr < 2. The variance of phase error due to 
additive noise is quite important in practice. Loop band 
width, a measure of this variance, is commonly used in 
linear PLL theory, and is given by the area under the 
curve IH(w)I2. However, for a discrete PLL, H(ej")  is 
periodic. Thus, the loop bandwidth in this case can be 
defined as 

(4) 
1 "  

BL = 2n S_, IH(ejw)l2 dw. 

Evaluating this for the first order PLL (3) gives 

( 5 )  
a BL = -. 

2 - a :  

If cr -+ 0, then BL + 0 and p -+ 1. The PLL re- 
sponse to  a sinusoid contains the transient term a0pn 
(n = 1,2, .  . .), where a0 is a constant. Thus, reduced 
noise bandwidth leads to  larger lock-in time. The phase 
error sequence is defined as 

e ,  = 8, - e,, (6 )  

and taking z-transforms of both sides yields 

e(.) = ( H ( z )  - l)e(z). (7)  

It is expected that the phase error, e,, vanishes as n + 
CO. Thus, limn--tco e, is a useful performance indicator. 
Using the final value theorem for z-transforms gives 
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Consider a constant phase sequence, i.e. 13, = $0 for 
n = 0, 1,. . . . Then 8 ( z )  = &/(l - X1), ancl 

lim e ,  = lim(1- z - ' ) e ( z )  = 0.. (9) 
n+m %+l 

Thus this PLL tracks a constant phase sequence with- 
out any error. Similarly, for a constant frequency input, 
On = n6w for n = 1 , .  . . , where 6w is the frequency offset, 
and evaluating (8) gives 

(10) 
6W 

lim e,=--. 
n+ 03 a 

Thus, this loop produces a steady-state phlase error in 
the presence of a frequency offset. Again as QI -+ 0 (so 
that BL + 0), the phase error increases. 

B. Second Order PLL 
Equation (lb) may be modified slightly tio 

n-1 

en+, = en + a(Im(QnQL) +YE Im(Qi6;)). (11) 
i=O 

The parameter y is an integration constant. In this case 
the low pass filter (integrator) of Equation (lb) has been 
replaced by a " proportional-plus-integral" filter and the 
loop becomes second order. The system then forms an 
equaliser incorporating a second order PLL. The conver- 
gence rate for smaller p is slower so the rm8 phase error 
is higher for a given number of iterations. A high value 
of ,b' corresponds to faster convergence of the equaliser 
but the minimum MSE achievable is relatively large. 

B.l Analysis of 2nd order Discrete PLL 

(11) becomes the discrete PLL 
Making the same simplifying assumptions as before, 

n-1 

x(6i - di). e,+, = 8, + a($, - 8,) + (12) 
i=O 

Taking z-transforms on both sides 

leading to the transfer function 

. (14) 
2 2  + (a  - 2). -t 1 - a + y - 

J(Z) Crz+y-Cr 

$ ( z )  
H ( 2 )  = - = 

The two poles of H ( z )  are 

[ ; m ] - ' - a " F G  - 2 (15) 

Thus, to ensure stability of the PLL, the b o p  gain, a,  
and the integration constant, y, should be such that 

Such limits on the two parameters would not exist in 
a continuous-time PLL. For H ( z )  as given in (14), and 
using residue techniques to evaluate (4), the loop band- 
width can be calculated [4]. Therefore, this PLL tracks 
a constant frequency input without a steady-state phase 
error. 

C. Decision Feedback Equaliser Incorporating a Phase 

Since the LTE (linear transversal equaliser) produces 
noise enhancement on frequency selective channels, 'often 
a DFE is used instead In addition, for the same nu:mber 
of taps, a DFE is less computationally complex than a 
LTE when single bit decisions are fed back. It is thus 
useful to derive the equations corresponding to (la:) and 
(lb) for a DFE incor:porating a PLL. 

The equatio:ns used for updating the equa1ise:r co- 
efficients must be modified as follows. Assume the 
equaliser has ( N  + K + 1) taps, N + 1 feedforward 
and K feedback. 'The coefficient vector is denoted 
Cn = [C-N, C - - N + ~ ,  . . . ,CO,. . . , CK].  The sampled in- 
put signal in the feedforward filter and past detected 
symbols in the feedback filter at the nth sampling inter- 
val are R, = [R,+N@'~, Rn+N-leje", . . . , R,ej'-:I and 
D, = [j , -1 , fn-2, .  . . , f n - ~ ]  where 8, is the phas:e ro- 
tation due to  frequency offset between the transmitter 
and receiver at the nth symbol. It is assumed that fre- 
quency offset is sufficiently small that the same value of 
8, can be applied to all samples in the forward filter. 
The following relatioinships then hold: 

Locked Loop 

Qn = [C.-N, C.-N+~, . . . , COIR: 
F, = QTLe-jen 
Bn = [Ct,C2,. . .  ,c~][fn-ltfn-2,... , f n - - ~ I ~  

Yn = Fn + Bn - 
In = sgIl(Yn) 

where sgn(z) == 1 if z > 0 and sgn(z) = -1 if x < 0. 
The error signal used. in updating the coefficients is 

I 

e,  = I ,  - Y,. 

For the stochastic gradient approach, the gradients of 

with respect to  C, and 6, are used to optimist: tap 
weights and demodul.ator phase. It can be shown that 

and the signal in (211,) can be used to  drive a first-order 
PLL (2) or second-order PLL (13) to  get the phase esti- 
mate, 0,. The coefficients are updated as follows: 

Cn+1 = C n  + ,b'en[R,e * j 8 ,  Dk] 

which is an extension of that for the linear equaliser case 
derived in [7].  Note that if the feedback tap coefficients 
are zero, then Bn = 0 and the above algorithm reverts 
to that for the linear equaliser case [7]. 

D S y s t e m  P e r f o r m a n c e  U s i n g  a DFE Incorporat ing  a 
PLL 

To assess the performance of a system incorporating a 
PLL, simulations of a HIPERLAN link have been carried 
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out. The simulated system comprises GMSK (BT=0.3) 
with pre-coding and (31,26) BCH code with block in- 
terleaving (each encoded block of 496 bits is interleaved 
using a 16 x 31 block interleaver). The indoor channel is 
modelled as an 8-tap (T-spaced) linear filter. The taps 
are zero mean complex Gaussian random variables with 
an exponentially decaying profile. The normalized de- 
lay spread on = a/T is adjusted by changing the expo- 
nent. The channel is stationary over a packet of 10370 
(450 f 496 x 20) bits. Average system performance is 
obtained over 1000 randomly generated channels. A 
decision-feedback equaliser (DFE) with 11 taps in its for- 
ward section and 7 taps in its feedback section is used 
for reducing IS1 and is jointly trained with the PLL. Sig- 
nificantly, the DFE is trained only during the first 450 
bits and the resulting tap weights are firced during the 
remainder of the packet. However, the PLL continues to 
run during the entire packet. 

Note that BCH(31,26) can only correct a single error 
in a codeword. If a double error occurs, then the decoder 
will introduce more errors. Thus, the average bit error 
ratio is not a relevant performance measure in this case. 
Instead, the average packet error ratio (PER) (i.e., the 
fraction of packets in error after decoding) is computed. 

Figure 4 shows several PER curves. It is seen that 
at a frequency offset of 150 kHz, the 2nd order PLL 
suffers a negligible performance degradation relative to 
the zero-offset case and this holds for both an = 0.5 and 
on = 1.0. Also, the 1st order PLL is not effective at this 
frequency offset. Clearly, a 2nd order PLL is capable of 
handling any frequency offset less than 150 kHz. Note 
that this performance level is achieved with the equaliser 
taps being fixed during the data section of each packet, 
leading to significant savings of power. 

Figure 5 shows several PER as a function of frequency 
offset, A F .  The performance of a system with a 1st 
order PLL rapidly degrades as A F  increases above 50 
kHz, whereas for the 2nd order PLL, the performance 
remains roughly constant for frequency offsets up to 300 
kHz. 

IV. CONCLUSIONS 

Equalisation techniques and transmitter/receiver fre- 
quency offset correction for HIPERLAN have been con- 
sidered. Joint equalisation and phase estimation has 
been considered. The inherent phase lag in a first or- 
der loop limits performance. A second order loop has 
therefore been considered, which has significantly better 
performance. As the frequency offset is virtually con- 
stant over the longest packet there is no value in using 
higher order loops. 

It is anticipated that much better performance will 
be achieved in HIPERLAN by using a decision feedback 
equaliser rather than a linear equaliser. The concept of 
joint equalisation/phase estimation has therefore been 
extended from a linear equaliser to a DFE. Simulation 
results of a typical HIPERLAN link using an equaliser 
incorporating a second order PLL show a negligible per- 
formance degradation relative to a system with zero fre- 
quency offset. The frequency offset such a system can 
tolerate with no decrease in performance is significantly 

0.9 r. 1 

7 0  25 

Fig. 4. Packet error rate (PER) for frequency offset correction 
using PLLs. Legends are A: A F  = 0; B: A F  = 150 kHz and 
a 1st order loop with a: = 0.2 ; C: A F  = 150 kHz and a 2nd 
order loop with o = 0.2 and y = 0.025. DFE(11,7) is trained 
using the LMS algorithm with p = 0.01. 0‘55p7--7-7 0.5 - - 2nd order 
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A F  (kHz) 
Fig. 5. Packet error rate (PER) for frequency offset correction 

using 1st order and 2nd order PLLs: 1st order loop with cy = 
0.2 ; 2nd order loop with 1y = 0.2 and y = 0.025. DFE(11,7) is 
trained using the LMS algorithm with p = 0.01 and z b / N ~  = 
17 dB. 

higher than the HIPERLAN specification permits. 
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