Evaluation of the Exact Union Bound for Trellis-Coded Modulations Over Fading Channels
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Abstract—An analytical technique is presented for computing the exact union bound on the average bit error probability of trellis coded modulation schemes over Rayleigh, Rician, or shadowed Rician-fading channels. To this end, an integral expression is derived for the pairwise error event probability (PEP). Existing bounds can be obtained as special cases of this expression. It turns out that a Gauss–Chebyshev quadrature rule offers excellent accuracy for this integral. By extension, the exact union bound, (i.e., the weighted sum of all exact PEP’s of a code) can readily be evaluated. This method has the same complexity as the union-Chebyshev bound, and a few examples are shown to its application.

I. INTRODUCTION

The use of trellis-coded modulation (TCM) in Gaussian channels confers power and bandwidth efficiency [1], and its use over mobile fading channels has recently received considerable attention. Accurate performance evaluation of TCM schemes is often needed, and the most useful performance measure is the average bit-error probability $P_b$.

The standard approach bounds $P_b$ using a union bound (an infinite series)

$$P_b \leq \frac{1}{k} \sum_{z} a(z)P(z)$$

where $k$ is the number of input bits per encoding interval, the pairwise error event probability (PEP) $P(z)$ is the probability that the decoder selects the sequence $\hat{z} \neq z$ the transmitted sequence, $a(z)$ is the number of bit errors due to this event, and $C$ is the set of all legitimate code sequences.

To evaluate the union bound requires the Chernoff bound for each PEP. A transfer function, derived from a state diagram, enumerates all possible PEP’s in a closed form, allowing the evaluation of an upper bound on $P_b$ (hereafter referred to as the union-Chernoff bound). That is to say, one finds a Chernoff bound of the form

$$P(z) \leq \prod_{n} f(z_n, \tilde{z}_n)$$

where $z_n$ and $\tilde{z}_n$ are the components of $z$ and $\tilde{z}$, respectively. This, when used in conjunction with (1), yields the union-Chernoff bound. Clearly, the union-Chernoff bound bounds the right-hand side of (1). For fading channels, the Chernoff bound is slack (e.g., 4 dB away from the exact solution for a length two error event in Rayleigh fading), resulting in a loose upper bound on $P_b$. This drawback leads to a search for tighter upper bounds. A tight bound on the PEP, derived in [2] and [3], is asymptotically identical to the exact PEP and differs from the Chernoff bound only by a multiplier less than unity. Another technique [4] derives an exact expression for the PEP. This method cannot be used with the transfer function approach as it involves evaluating the $m$ most significant terms of the union bound (1). Since it ignores the tail (the remaining terms), it yields a close approximation to $P_b$ at high SNR’s (signal-to-noise ratios), not an upper bound. By bounding the tail with a union-Chernoff bound, [5] offers a hybrid solution.

This paper provides a method to evaluate the exact union bound on $P_b$. That is, an exact expression for the PEP is used in the union bound (1), not an upper bound. To achieve this, a new integral expression for the PEP is derived, which generalizes most of the previous work. This method applies to TCM transmitted over Rayleigh, Rician, or shadowed Rician-fading channels using coherent detection with ideal channel state information (CSI) and ideal interleaving. Special cases of the integral expression include the Chernoff bound [6], the bound [3], and an approximation [7]. Our results show that the bound (3) can also be extended to Rician channels.

In the following, a rate 2/3, four-state 8PSK trellis code [8] is used as an example. The trellis diagram of this code is shown in Fig. 1. Its bitwise input $(b(1)^{(k)}, b(2)^{(k)})$ and output $(c(1)^{(k)}, c(2)^{(k)}, c(3)^{(k)})$ relationship is [5]

$$c(1)^{(k)} = b(2)^{(k-1)}$$
$$c(2)^{(k)} = b(1)^{(k)}$$
$$c(3)^{(k)} = b(1)^{(k-1)} \oplus b(2)^{(k)}.$$

The following model and simplifying assumptions are used. For an input $M$-ary phase shift keying (MPSK) symbol $z_n$ (i.e., $z_n \in \{\exp(j2\pi k/M) | k = 0, 1, \ldots, M - 1 \}$ and $j = \sqrt{-1}$), the channel output is [9]

$$y_n = a_n z_n + v_n$$

where $a_n$ is a fading amplitude, and $v_n$ is a Gaussian noise sample. The following are assumed.

A1: The $a_n$'s are independent and identically distributed random variables (i.e., ideal interleaving/deinterleaving).

A2: Each $a_n$ remains constant during a symbol interval (i.e., nonselective slow fading).
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II. INDEPENDENT RAYLEIGH FADEING

Since each fading amplitude $a_n$ is Rayleigh-distributed, the power variable $u = a_n^2$ has a chi-square probability distribution with two degrees of freedom. Thus, its moment generating function (MGF) $E\{e^{-su}\}$ is \[ M_u(s) = \frac{1}{(s+1)^2} \] (2)

Consider two codewords $x = \{x_1, x_2, \ldots, x_N\}$ and $\hat{x} = \{\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_N\}$ of length $N$. The PEP conditional on the fading amplitude sequence $a = \{a_1, a_2, \ldots, a_N\}$ is \[ P(x \rightarrow \hat{x}|a) = \frac{1}{2} \text{erfc} \left( \sqrt{\sum_{n \in q} a_n^2 \delta_n^2} \right) \] (3)

where $\eta = \{n: z_n \neq \hat{z}_n, n = 1, \ldots, N\}$, $\delta_n^2 \triangleq \gamma_n - \hat{\gamma}_n^2/4$, and $\gamma_n = E_n/N_0$ is the average signal-to-noise ratio. Let the number of elements of $\eta$ be $L$ and $L \leq N$. The problem is to find the average of the above over the $\{a_n\}$.

The complementary error function has an integral definition \[ \text{erfc} (a) = \frac{2}{\pi} \int_0^\infty e^{-a^2(t^2+1)} \frac{dt}{t^2+1} \] (4)

By combining (3) and (4) the conditional PEP can be expressed as an integral. Thus, with $E(x)$ denoting the average of $x$, one gets \[ P(x \rightarrow \hat{x}) = \frac{1}{2} \int_0^\infty \exp \left[ -(t^2+1) \sum_{n \in \eta} a_n^2 \delta_n^2 \right] \frac{dt}{t^2+1} \]

Table I

<table>
<thead>
<tr>
<th>$\gamma$ (dB)</th>
<th>Exact</th>
<th>$m=2$</th>
<th>$m=4$</th>
<th>$m=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$8.16 \times 10^{-2}$</td>
<td>$8.16 \times 10^{-2}$</td>
<td>$8.16 \times 10^{-2}$</td>
<td>$8.16 \times 10^{-2}$</td>
</tr>
<tr>
<td>5</td>
<td>$1.97 \times 10^{-2}$</td>
<td>$1.97 \times 10^{-2}$</td>
<td>$1.97 \times 10^{-2}$</td>
<td>$1.97 \times 10^{-2}$</td>
</tr>
<tr>
<td>10</td>
<td>$3.0 \times 10^{-3}$</td>
<td>$3.0 \times 10^{-3}$</td>
<td>$3.0 \times 10^{-3}$</td>
<td>$3.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>15</td>
<td>$3.4716 \times 10^{-4}$</td>
<td>$3.4716 \times 10^{-4}$</td>
<td>$3.4716 \times 10^{-4}$</td>
<td>$3.4716 \times 10^{-4}$</td>
</tr>
<tr>
<td>20</td>
<td>$3.6581 \times 10^{-5}$</td>
<td>$3.6581 \times 10^{-5}$</td>
<td>$3.6581 \times 10^{-5}$</td>
<td>$3.6581 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

since the first integrand is the product of the factors $\exp [-a_n^2 \delta_n^2 (t^2+1)]$, and since the average of each factor follows from (2). The second expression is the exact PEP as an integral. For a given sequence of $\delta_n$, one can use partial factors and evaluate each integral, and that would be equivalent to the residue method given in [4].

The above can be approximated with a Gauss-Chebyshev quadrature formula, and details are given in the Appendix, leading to the following:

\[ P(z \rightarrow \hat{z}) = \frac{1}{2m} \sum_{j=1}^{m} \prod_{n \in \eta} \frac{1}{1 + \delta_n^2 (t_j^2 + 1)} \] (5)

where $\delta_n^2 \triangleq \delta_n^2 \sec^2 \left( \frac{(2j-1)\pi}{4m} \right)$ and $m$ is a small positive integer. As $m$ increases the remainder term $R_m$ becomes negligible, as demonstrated by the example below and the bounds in the Appendix, where it is shown that $|R_m| \leq K \gamma_{\eta}^{-2m}$ as $\gamma_{\eta} \to \infty$ for some $K$.

**Example 1:** Consider an error event with the squared distance set of $\{2, 4\}$, which is the shortest error event of Ungerboeck's eight-state 8PSK trellis code [4]. Consider its reception in a Rayleigh fading channel with perfect CSI. For this error event, Table I compares the summation formula (6) and the exact PEP, derived in [4, eq. (29)]. The excellent accuracy of (6) is evident; for example, even the two-point sum is exact at 20 dB. Further numerical experiments for other error events confirm that (6) is very accurate in all cases, but for longer error events, (i.e., $L > 2$) it may be necessary to use slightly larger $m$ values; however, $m = 5$ appears to be enough for most error events (then the error term vanishes with $\gamma_{\eta}^{-10}$ for $\gamma_{\eta} \to \infty$).

Since the explicit evaluation of (5) is made difficult by the presence of the factors $1 + \delta_n^2 (t_j^2 + 1)$ in the denominator, it is possible to simplify these factors to get some upper bounds, as considered in the following examples.

A. **Chernoff Bound**

Clearly, since $1 + \delta_n^2 (t_j^2 + 1) \geq 1 + \delta_n^2$ for real $\hat{t}$, one has from (5)

\[ P(z \rightarrow \hat{z}) \leq \frac{1}{2} \prod_{n \in \eta} \frac{1}{1 + \delta_n^2} \] (6)
This is the familiar Chernoff bound on the PEP and was first derived in [6]. The atypical derivation\(^1\) of this paper reveals why the Chernoff bound is slack. For long error events \((L \gg 1)\), the integrand in (5) decays rapidly and the main contribution to the integral arises from the vicinity of \(t = 0\). Then, neglecting \(t\) in the denominator infuses a relatively less error. However, for most TCM schemes \(L_{\text{min}} = 2\) and the Chernoff bound is, therefore, weakest for such codes, improving as \(L\) increases.

**B. Asymptotic Bound**

Revisiting (5), since \(1 + \delta^2_n(t^2 + 1) > \delta^2_n(t^2 + 1)\), one finds that

\[
P'(z \rightarrow \hat{z}) < \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{t^2 + 1} \prod_{n \in \eta} \frac{1}{\delta^2_n} \frac{1}{(t^2 + 1)^{1 + \frac{1}{L}}} \, dt
\]

\[
< \left( \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{(t^2 + 1)^{L+1}} \right) \prod_{n \in \eta} \frac{1}{\delta^2_n}
\]

\[
< B(L) \prod_{n \in \eta} \frac{1}{\delta^2_n}
\]

where

\[
B(L) \equiv \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{(t^2 + 1)^{L+1}} \, dt = \frac{1}{4L} \left( \frac{2L - 1}{L} \right).
\]

Equation (8) is identical to [7, eq. (3)]. In [3] and [7], it is described as an “approximation,” but clearly it is a true upper bound. Under asymptotic conditions \((\gamma_s \gg 1)\), it is tighter than the Chernoff bound by the factor \(B(L)\).

**C. Another Upper Bound**

Let \(x_n \triangleq \sqrt{\delta^2_n/(1 + \delta^2_n)}\), \(x_{\text{min}} = \min \{x_n : n \in \eta\}\) and \(x_{\text{max}} = \max \{x_n : n \in \eta\}\). Thus

\[
P'(z \rightarrow \hat{z}) = \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{(t^2 + 1)^{L+1}} \prod_{n \in \eta} \frac{1}{\delta^2_n} \frac{1}{(1 + \delta^2_n)} \, dt
\]

\[
< I(L, x_{\text{min}}) \prod_{n \in \eta} \frac{1}{1 + \delta^2_n}
\]

where

\[
I(L, x_{\text{min}}) = \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{(t^2 + 1)^{L+1}} \, dt
\]

\[
= \frac{1}{4L} \left( \frac{1}{1 + x_{\text{min}}} \right)^L
\]

This bound (9) is derived in [2] and [3] following a completely different approach, with a recursive formula for \(I(L, x)\) given in [3, (B.3)]. Here, \(I(L, x)\) has been derived using the formula for the error performance of binary PSK with \(L\)-th order diversity in Rayleigh fading [10, 7, 4, 15]. Moreover, since the derivation of (9) rests on the inequality

\[
\prod_{n \in \eta} (x_n^2 t_n^2 + 1) \geq (x_{\text{min}}^2 t^2 + 1)^L
\]

due to the typical derivation of this paper rests on the inequality

\[
\prod_{n \in \eta} (x_n^2 t_n^2 + 1) \geq (x_{\text{min}}^2 t^2 + 1)^L
\]

several observations about the tightness of the upper bound can be made, as shown below.

1. The bound is tightest for the \(L = 2\) case and relatively loosens as \(L\) increases.

2. The tightness of the bound improves if there are repeated values in the set \([\{x_n - x_n\} : n \in \eta]\).

3. Asymptotically with \(\gamma_s \gg 1\), the bound is identical (regardless of the value of \(L\)) to the exact PEP. This follows from the fact that as \(\gamma_s \rightarrow \infty\), \(x_n \rightarrow 1\) \(\forall n\). Thus, \(x_{\text{min}} \approx x_{\text{max}} \approx 1\).

Since \(x_{\text{min}} < 1\), \(x_{\text{min}} \rightarrow 1\) as \(\gamma_s \rightarrow \infty\), it follows that

\[
I(L, x_{\text{min}}) < \frac{1}{4L} \left( \frac{2L - 1}{L} \right).
\]

This coupled with the bound (9) leads to (8). Thus, the differences between the bounds (8) and (9) are minor in terms of accuracy.

**D. Union Bound**

Consider the exact evaluation of the union bound (1). Let \(Z = (Z_1, Z_2, \cdots)\) be a vector of formal variables. Define the generating function of the form

\[
T(Z, I) = \sum_{z, \in \mathbb{C}} I^{(T(Z, I))} \prod_{n \in \eta} Z_n
\]

where \(I\) is another formal variable. Moreover, let

\[
D_n(t) \triangleq \frac{1}{1 + \delta^2_n(t^2 + 1)}.
\]

The number of distinct values that \(D_n(t)\) can take depends on the size of the signal constellation. The transfer function \(T(D(t), I)\) can be determined by the usual techniques.\(^2\) For instance, a signal flow graph may be used with the branch labels of the form \(I^{(D(t))}D_n(t)\). By contrast, for the union-Chernoff bound, the branches are labeled with \(I^{(1 + \delta^2_n)^{-1}}\), resulting in the usual transfer function bound [5].

Combining (1), (5), and (10), and using the standard analysis [14], one obtains

\[
P_b \leq \frac{1}{k \pi} \frac{\partial}{\partial I} \left\{ \int_{0}^{\infty} \frac{1}{t^2 + 1} T(D(t), I) \, dt \right\}
\]

It is interesting to note that the union-Chernoff bound is obtained by simply replacing the integral with the integrand evaluated at \(t = 0\). Moreover, the use of Ostrowski’s inequality of integrals for monotonic functions [15] shows

\[
\int_{0}^{\infty} \frac{1}{t^2 + 1} T(D(t), I) \, dt \leq \frac{\pi}{2} T(D(0), I)
\]

\(^2\)In general, however, coded modulation schemes are nonlinear (i.e., \(P_b\) depends on the transmitted sequence). A research topic in its own right, this topic is not treated further here. We simply assume that the trellis code under consideration is uniform [12, 13].
where the right-hand side is the transfer function associated with the union-Chernoff bound. The bound (11) can readily be evaluated via a suitable numerical method. But it is simpler to use the summation formula (A.3). Since \( T(D(t), I) \) is a function of \( t^2 + 1 \), one has

\[
T(D(t), I) = \psi(t^2 + 1, I).
\]

Using the method in the Appendix, the union bound is evaluated as

\[
P_b \leq \frac{1}{2\pi n k} \frac{\partial}{\partial I} \left\{ \sum_{j=1}^{m} \psi \left( \frac{2j^2 - 1}{4m}, I \right) \right\} \bigg|_{I=1}
\]

where the partial derivative can be computed as the normalized first difference.

**Example 2:** Consider the reception of rate 1/2, two-state trellis-coded QPSK in Rayleigh fading. This coded modulation is analyzed in [16, Example 9.11, which treats both asymmetric and symmetric QPSK signal sets. However, for simplicity, only the symmetric case (i.e., signal points are \( \exp( j\pi n/2), j = 0, \ldots, 3 \)) is considered here.

Using branch label gains, \( D_n(t) \), the transfer function becomes

\[
T(D(t), I) = \frac{2I}{(1 + \gamma_s(t^2 + 1))(2 - 2I + \gamma_s(t^2 + 1))}.
\]

Substituting this in (11), carrying out the integration, and evaluating the derivative at \( I = 1 \), one has

\[
P_b \leq 1 - \frac{1}{2\gamma_s} + \frac{3}{4\gamma_s^2} - \sqrt{\frac{\gamma_s}{1 + \gamma_s}}.
\]

This is the exact union bound for this coded modulation. By contrast, the union-Chernoff bound for this case is found to be [16, eq. (9.45)]

\[
P_b < \frac{2(2 + \gamma_s)}{\gamma_s^2(1 + \gamma_s)}.
\]

Asymptotically, the right-hand side of (13) tends to \( 3/8\gamma_s^2 \), while that of (14) tends to \( 2/\gamma_s^2 \). This implies that the union-Chernoff bound is away from the exact union bound by 3.6 dB at high SNR's, and about a 4 dB difference can be observed between the union-Chernoff bound and the simulation results [16, Fig. 9.7].

**Example 3:** Consider the trellis-coded 8PSK scheme, whose trellis diagram is shown in Fig. 1. Since the modified transfer function (based on the union-Chernoff bound) is derived in detail elsewhere [5], the same results can be used, the only difference being that the weight profiles are obtained using \( D_n(t) \), not \( D_n(0) \). The modified transfer function is given as

\[
T(D(t), I) = \epsilon_1 \epsilon_3 + \epsilon_2 \epsilon_4 + \epsilon_3 \epsilon_5 \epsilon_6
\]

where

\[
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3
\end{bmatrix} =
\begin{bmatrix}
1 - \alpha_4 & -\alpha_{10} & -\alpha_8 \\
-\alpha_9 & 1 - \alpha_5 & -\alpha_{12} \\
-\alpha_7 & -\alpha_{11} & 1 - \alpha_6
\end{bmatrix}^{-1}
\begin{bmatrix}
\alpha_1 \\
\alpha_2 \\
\alpha_3
\end{bmatrix}
\]

Recall the definition \( \gamma_s^2 \triangleq \gamma_s |z_n - \hat{z}_n|^2/4 \). For this code, the set of values of \( |z_n - \hat{z}_n|^2 \) is \( \{2 - \sqrt{2}, 2 + \sqrt{2}, 4 \} \), and \( D_n(t) (n = 1, \ldots, 4) \) have been calculated using this set of squared distances. Based on the above, the exact union bound on \( P_b \) is plotted in Fig. 2 as a function of \( E_b/N_0 \) (for this code, \( E_b = 2E_b \)). For this calculation, the two expressions have been compared: (11) evaluated using numerical integration (seven-figure accuracy) and the summation formula (12) with \( m = 5 \). Both methods yield virtually the same answer for the considered range of SNR's. Simulation results, the union-Chernoff bound, and the bound (9) with the transfer function approach [2, Theorem 2] are also shown in this figure. The general weakness of the Chernoff bound is clearly evident. However, the union-Chernoff bound is almost parallel to the exact union bound. Thus the gap can be bridged by some sort of tightening factor. (9) achieves this goal. Finally, the exact union bound itself becomes rather loose for low signal-to-noise ratios (SNR's).

### III. Rician Fading

Now the distribution of the variable \( u = a_s^2 \) relates to the noncentral chi-square distribution. Its MGF can be shown to be [10]

\[
M_u(s) = \frac{1 + K}{1 + K + s} \exp \left( -\frac{Ks}{1 + K + s} \right)
\]

where \( K \) represents the ratio of average power in the line-of-sight (LOS) over that in the scattered component. Typical
values of $K$ for the mobile satellite channel are $5 \sim 10$ dB. By employing a derivation similar to that used for (5), one finds

$$P(z \rightarrow \hat{z}) = \frac{1}{\pi} \int_0^\infty \frac{1}{t^2 + 1} \left( \prod_{n \in \eta} M_n(\delta_n^2(t^2 + 1)) \right) dt.$$  

(17)

As previously, this is the exact PEP as an integral, and for $K = 0$, it reduces to the Rayleigh case (5).

To evaluate the exact union bound follows the same approach as in Section II. Either (11) or (12) can be used, and the only difference is that the branch gains now take the form

$$D_n(t) \triangleq \frac{1 + K}{1 + K + \delta_n^2(t^2 + 1)} \cdot \exp \left( -\frac{K\delta_n^2(t^2 + 1)}{1 + K + \delta_n^2(t^2 + 1)} \right).$$

Before proceeding further, note that an upper bound akin to (9) can be obtained. For $t \geq 0$

$$M_n(\delta_n^2(t^2 + 1)) < \frac{1 + K}{1 + K + \delta_n^2(t^2 + 1)} \exp \left( -\frac{K\delta_n^2(t^2 + 1)}{1 + K + \delta_n^2(t^2 + 1)} \right)$$

and the first factor on the right-hand side is reminiscent of the Rayleigh fading case. This is evident if $\delta_n^2$ is replaced by $(1 + K)\delta_n^2$. Thus, (17) can be bounded by the product of an integral expression similar to (5) and constant exponential factors. In other words, $t$ is set to zero in the exponential factors in the integrand (17) to yield a bound similar to (9). By following the method in Section II, one has

$$P(z \rightarrow \hat{z}) < I(L, \hat{x}_{\min}) \prod_{n \in \eta} \frac{1 + K}{1 + K + \delta_n^2} \exp \left( -\frac{K\delta_n^2(t^2 + 1)}{1 + K + \delta_n^2} \right)$$

(18)

where $\hat{x}_n \triangleq \sqrt{\delta_n^2/(1 + K + \delta_n^2)}$. Note that the definition of $\hat{x}_n$ encompasses the previous definition of $x_n$.

The integral (17) can be expressed as a sum by using a Gauss–Chebysev $m$-point integral formula, and the details are given in the Appendix. It follows that

$$P(z \rightarrow \hat{z}) = \frac{1}{2m} \sum_{j=1}^m \prod_{n \in \eta} M_n(\delta_n^2j) + R_m$$

(19)

where $\delta_n^2j \triangleq \delta_n^2 \sec^2 \left( \frac{(2j - 1)\pi}{4m} \right)$. The remainder term $R_m$ is negligible, as demonstrated by the example below and the bounds evaluated in the Appendix.

**Example 4:** Consider the shortest error event of Ungerboeck’s eight-state 8PSK trellis code [4], used in Example 1, and its reception in a Rician fading channel ($K = 5$ dB) with perfect CSI. The exact expression for the PEP (17) is numerically computed to seven-figure accuracy in Table II, along with the summation formula (19). The excellent accuracy of (19) is evident; for example, even the two-point sum has an accuracy of $10^{-5}$ for SNRs greater than 10 dB. Further numerical experiments for other error events have confirmed that (19) is very accurate in all cases.

**Table II**

<table>
<thead>
<tr>
<th>$\gamma_1$ (dB)</th>
<th>Exact</th>
<th>Bound (Eq. 14)</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.04 x 10^-6</td>
<td>5.96 x 10^-6</td>
<td>6.04 x 10^-6</td>
</tr>
<tr>
<td>5</td>
<td>7.8 x 10^-3</td>
<td>7.9 x 10^-3</td>
<td>7.8 x 10^-3</td>
</tr>
<tr>
<td>10</td>
<td>4.19 x 10^-4</td>
<td>4.20 x 10^-4</td>
<td>4.19 x 10^-4</td>
</tr>
<tr>
<td>15</td>
<td>2.079 x 10^-5</td>
<td>2.078 x 10^-5</td>
<td>2.079 x 10^-5</td>
</tr>
<tr>
<td>20</td>
<td>1.436 x 10^-5</td>
<td>1.436 x 10^-6</td>
<td>1.436 x 10^-6</td>
</tr>
</tbody>
</table>

**IV. SHADOWED RICIAN FADEING**

The pdf of a shadowed Rician variable is [5], [17]

$$p(a) = \frac{2a}{b_0\sqrt{2\pi d_0}} \int_0^\infty z \exp \left( -q(z) \right) I_0 \left( \frac{2az}{b_0} \right) dz;$$

where $q(z) = (ln z - \mu_0)^2 / (2d_0) + (a^2 + z^2) / b_0$, $z$ is the log-normal LOS component, i.e., $z = e^v$ and $v$ is Gaussian with mean $\mu_0$ and variance $d_0$. The scattered component in the signal is Rayleigh distributed with a mean squared value of $b_0/2$. $I_0(x)$ is the zero order modified Bessel function.
As before, our development needs the MGF. Thus

\[ M_a(s) = \int_0^\infty e^{-zs^2} p(a) \, da \]
\[ = \int_0^\infty \frac{d_1}{z} \exp \left[ -\frac{(\ln z - \mu_0)^2}{2d_0} \right] \psi(z, s) \, dz \]
\[ = \sum_{j=1}^p w_j \psi(e^{\sqrt{2d_0}i_j + \mu_0}, s) + R_p \] (20)

where \( d_1 = 1/\sqrt{2\pi d_0} \)

\[ \psi(z, s) \triangleq \frac{1}{\sqrt{\pi(1 + b_0 s)}} \exp \left( -\frac{z^2 s}{1 + b_0 s} \right) \]

\( R_p \) is a remainder term and \( p \) is a small positive integer. By integrating over \( a \), the middle term in (20) is obtained. The third step is in fact the Gauss-Hermitian integral formula [11, 25.4.6] obtained by the substitution \( t = (\ln z - \mu_0)/\sqrt{2d_0} \). The weights \( w_j \) and abscissas \( i_j \) for \( p \leq 20 \) can be found in the same reference. \( R_p \) vanishes for large \( p \) values (e.g., \( p \sim 10 \)).

Now the performance evaluation can proceed as before. The exact PEP is obtained via (17) or (19), and the branch gains take the form \( D_n(t) = M_a(s_n^2(t^2 + 1)) \) from (20).

Example 6: As previously, the exact union bound on \( P_b \) for a rate 2/3, eight-state 8 PSK TCM scheme in shadowed Rician fading is plotted in Fig. 4 as a function of \( Eb/No \). This code is a well-known Ungerboeck code [1], and its encoder transfer function is derived in [5]. In developing the transfer function, the appropriate branch gains must be used (see above and Section III). For this computation, the summation formula (12) with \( m = 5 \) and a 20-point Hermite rule [i.e., \( p = 20 \) in (20)] have been applied. Simulation results and the union-Chernoff bound are also shown in this figure. Once again the general weakness of the Chernoff bound is evident. The exact union bound is very tight for \( P_b \leq 10^{-3} \), but gets rather loose for low SNR’s.

\[ \text{APPENDIX} \]

Here, the approximation (6) is developed along with some error bounds. Consider the integral

\[ I = \frac{1}{\pi} \int_0^\infty \frac{1}{t^2 + 1} f(t^2 + 1) \, dt. \] (A.1)

Using the substitution \( y = 1/(t^2 + 1) \), one has

\[ I = \frac{1}{2\pi} \int_1^1 \frac{1}{\sqrt{y(1-y)}} f(1/y) \, dy. \] (A.2)

This can be reduced to [11, 25.4.38] using \( 2y - 1 = x \), which can be approximated by a Gaussian quadrature formula, using orthogonal Chebysev polynomials of first kind. Accordingly, one has

\[ I = \frac{1}{2m} \sum_{j=1}^m f \left( \text{sec}^2 \left( \frac{2j-1}{2m} \pi \right) \right) + R_m \] (A.3)

where \( R_m \) is a remainder term. It can be upper bounded [11, 25.4.38] to give

\[ |R_m| \leq \max_{-1 < x < 1} \frac{1}{(2m)!2^{2m}} |f^{2m}(x)|. \] (A.4)

Applying (A.3) to (5) can be done with the function

\[ f(x) = \prod_{n \in \eta} \frac{1 + x + 2\delta_n^2}{1 + x + 2\delta_n^2} \] (A.5)

for a given error event.

Using Maple, a popular computer algebra system, the bound (A.4) is calculated for error events with squared distance sets \( \{2, 4\} \) and \( \{2, 4, 4\} \) in Table III and Table IV, respectively. These values confirm the excellent accuracy of (A.3) in this case.

The right-hand side in (A.4) can also be bounded using the theory of analytic functions. Consider the complex \( z = x + iy \)
becomes larger than the other as

Recalling the definition of modulus of one has

plane and let \( \bar{\rho} = \min \{2\delta_n^2 + 1 : n \in \eta \} \). Then \( f(z) \) (A.5) is analytic in the region \( |z| < \bar{\rho} \). It can be shown that [19]

\[
\max_{-1 < z < 1} |f^{2m}(z)| \leq \frac{2m! L(C) M_C}{2\pi \rho 2^{m+1}}
\]

where \( C \) is any contour that contains the real line \(-1 \leq x \leq 1\) in its interior, \( L(C) \) is the length of \( C \), \( M_C \) is the maximum modulus of \( f(z) \) along \( C \), and \( \delta \) is the minimum distance from points of \( C \) to points of the segment \(-1 \leq x \leq 1\). Take \( C \) as the circle \( |z| = \rho, 1 < \rho < \bar{\rho} \). Then it can be shown that \( M_C = \max |f(z)| \) occurs at \( z = \pm \rho \). The peak at \( z = -\rho \) becomes larger than the other as \( \rho \rightarrow \bar{\rho} \). Therefore, since \( \delta = \rho - 1 \), one finds that

\[
|R_m| \leq \min_{1 < \rho < \bar{\rho}} \frac{1}{2^{2m+1}} \frac{\rho}{(\rho - 1) 2^{m+1} - L(\rho - \rho)L}.
\]

assuming \( 2m + 1 > L \). Selecting \( \rho = \bar{\rho} \) that maximizes the denominator, then \( (2m + 1) \bar{\rho} = \bar{\rho}(2m + 1 + L - L) \), and

\[
|R_m| \leq \kappa(m, L) \frac{\bar{\rho} + L(2m + 1 - L)^{-1}}{(\rho - 1) 2^{m+1}}
\]

where the constant

\[
\kappa(m, L) = \Delta \frac{(2m + 1) 2^{2m}}{2^{2m+1} (2m + 1 - L) 2^{2m} - L}.
\]

Recalling the definition of \( \bar{\rho} \), as \( \gamma_n \rightarrow \infty \) implies \( \bar{\rho} \rightarrow \infty \), one has

\[
|R_m| \leq \kappa(m, L) \frac{1}{(\delta_{\min} \gamma_n)^{2m}}
\]

where \( \delta_{\min} = \min \{|x_n - z_n|/2 : n \in \eta\} \).
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