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Abstract

Future fifth generation (5G) cellular standards incorporate new emerging technologies such

as cognitive radio, device to device (D2D), interweave, energy harvesting, massive MIMO, and

millimeter wave networks. However, the achievable gains of these technologies are limited by

the spatial randomness of nodes and network interference.

Spatial locations of nodes are increasingly random. Characterizing the impacts of this ran-

domness on system parameters is a main motivation of this thesis. Moreover, when two networks

coexist in the same geographical area, interference occurs between the networks in addition to

interference within each network. The interplay between different technologies is also of high in-

terest as they will be deployed in tandem. Therefore, the main communication problem addressed

in this thesis is the characterization of interference among spatially random nodes for co-existing

networks under emerging technologies.

The main contributions of this thesis are categorized as follows: 1) Development of power

control and receiver association schemes for an annular underlay CR network and investigation

of their performance, 2) Development of co-operative beacon detection schemes for interweave

CR networks and investigation of their performance, 3) Investigation of the feasibility of wireless

energy harvesting for an underlay CR network using stochastic geometry and markov chain based

models, 4) Quantifying the effect of performance degradation for an underlaid receiver when

base stations use massive MIMO, and 5) Development of an analytical framework to analize

performance degradation to an underlaid D2D network employing millimeter wave frequencies.

It is shown that stochastic geometry models provide vital insights into key network design

considerations while incorporating most system and channel parameters. The research outcomes
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will potentially improve spectral efficiency, throughput, and coverage in fifth generational (5G)

cellular networks.
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Chapter 1

Introduction

The wireless communications industry has globally experienced an exponential growth over the

last few decades. Currently, it supports a vast array of applications and standards. These include

but are not limited to:

1. Mobile telephony,

2. Satellite communications,

3. Internet of Things (IoT),

4. Wireless sensor networks,

5. Ad-hoc networks,

6. Radar and Navigation,

7. Body area networks.

Due to these and other applications, the number of mobile devices exceeded the global pop-

ulation in 2014 [1]. According to Cisco, this trend is set to continue with the monthly mobile

data traffic exceeding 24.3 exabytes by 2019 [1]. By then, there will be 1.5 mobile devices per

capita, and the average speed of a connection will increase to 4Mbps. Furthermore, over 59% of

mobile connections arise from smartphones, and mobile to mobile connections will become the

dominant category (Fig. 1.1).

To meet these increased demands for coverage, capacity, and service, the wireless industry

must continuously upgrade itself, which motivates the development of the fifth generation (5G)
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Figure 1.1: Cisco Global Devices Forecast 2014-2019 [1]

standards [6]. Candidate technologies for 5G systems include cognitive radio (CR), massive

MIMO (multiple input multiple output) systems, millimeter-wave networks, and device to device

(D2D) communications, and energy harvesting networks [6]–[9].

Modern wireless networks are evolving so that the locations of base stations and users do not

usually conform to a pre determined layout. In particular, while the locations of base stations

are conventionally modelled as a hexagonal grid, increasing irregularity is common with the

introduction of heterogeneous networks comprising small cells and pico cells [2]. The location

of users are almost always random. As such, conventional fixed models such as the hexagonal

grid model are unrealistic and stochastic geometry models have thus gained ground within the

research community [10]–[15]. Apart from modelling a realistic network scenario, they are also

tractable [12] and can even approximate planned network deployments [12]. There are multiple

stochastic geometry based models. For example, when the number of nodes within the total

geographical area is known the Binomial point process is more accurate for node distributions

(especially base stations) [16]. In contrast, the Poisson point process (PPP) is more popular due

to its superior analytical tractability.

In this thesis, we will analyze the performance of proposed 5G technologies when the lo-

cations of user nodes and base stations are modelled as PPPs. First, we will provide a brief

introduction of these various promising technologies next.
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Service Frequency
E-GSM-900 (Mobile) 880-915, 925-960 MHz
DCS (Mobile) 1710-1785, 1805-1880 MHz
FM radio (Broadcasting) 88-108 MHz
Standard C Band (Satellite Communication) 5.850-6.425, 3.625-4.200 GHz
Non-directional radio beacon (Navigation) 190-1535 kHz

Table 1.1: Existing frequency assignment for different services.

1.1 Cognitive radio networks

Wireless growth is hampered due to the absence of unallocated spectrum and its inefficient uses

[2]. For example, although theoretically ranging from 3 Hz to 3000 GHz, the prime spectrum

for current wireless standards may be roughly 1 − 5 GHz. This is because the spectrum below

1 GHz has already been reserved for applications such as radar, military communications, and

terrestrial radio/television while the spectrum above 5 GHz suffers from increased attenuation

and atmospheric absorption. While this efficiency of spectral usage (measured in bits per second

per hertz) has steadily increased due to technical improvements such as the use of higher order

modulation and adaptive techniques [17]–[21], the rate of growth has decreased recently [22].

Due to this saturation, improving spectral efficiency by other means is essential for the growth of

wireless networks.

Currently, spectrum is assigned in a fixed manner by national regulatory bodies, and their

main principle is to avoid radio interference, which is achieved by dividing spectrum into bands

(e.g., frequency division) which are allocated to one or more services. These radio services

include mobile, satellite, amateur radio, navigation and others (Table 1.1). A license gives an

exclusive right to operate (transmit and receive wireless signals) in a specific frequency band,

in a specific location or geographic area. But much of the licensed spectrum remains unused in

practice at different times and/or locations. Those temporary spectrum slots (aka spectrum holes

or white spaces) [23], [24] can be as high as 15− 85% of the licensed spectrum [25]. Clearly, to

improve the overall spectral efficiency, unlicensed users can be allowed to access such spectrum

holes. Thus, this fact suggests the need for opportunistic spectrum access without causing undue

interference to licensed users [8], [26]. Such capability is the defining characteristic of cognitive

radio (CR) nodes, which require algorithms and protocols for rapid spectrum sensing, coordi-

nation and cooperation. In other words, CR nodes can recognize unused parts of spectrum and

adapt their communications to utilize them while minimizing the interference on licensed users.
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Consequently, CR improves the overall spectrum usage, by moving away from static assignments

into more dynamic forms of spectrum access. Formally, the main functionalities of CR networks

include: spectrum sensing, spectrum management and decision, spectrum sharing, and spectrum

mobility [2].

Thus, to enable access to idle or underutilized spectrum, CR networks have already been

standardized in IEEE 802.22 WRAN (Wireless Regional Area Network) and its amendments,

IEEE 802.11af for wireless LANs, IEEE 1900.x series, and has also been a motivating factor for

licensed shared access (LSA) for LTE mobile operators [27]. Furthermore, test beds have been

built to verify the feasibility of CR within LTE systems [28].

In the context of CR, licensed spectrum users are called primary users (PUs) and unlicensed

users are called secondary users (SUs) or CR nodes (both terms are used interchangeably hence-

forth.) Thus, SUs must opportunistically access spectrum holes, while keeping the interference

on the PU receivers at either zero or below a prescribed level. Thus, multiple secondary CR net-

works and a primary network can co-exist (Fig. 1.2). CR networks can be divided into two main

paradigms [29]–[34]. These are interweave networks and underlay networks.

• Interweave Networks

These hold true to the original premise of accessing whitespaces [29], and operate on an

interference free basis. Thus, SUs transmit only when their sensing algorithms detect spec-

trum holes in real time and indicate that primary transmissions are absent. These sens-

ing algorithms include matched filter detection, cylostationary detection, energy detection,

eigenvalues based detection, waveform sensing and beacon detection [35], [36], and via a

centralized system by using a geo-location database [9], [36].

• Underlay Networks

Underlay networks operate on an interference tolerant basis, and allows simultaneous spec-

trum access for both primary and secondary devices [31]. However, concurrent spectrum

access may significantly decrease user performance due to harmful interference. As such,

transmit power control techniques and interference cancellation schemes are essential for

primary and secondary networks to coexist with each other [8]. Furthermore, exclusion

regions (guard regions) around primary devices where no secondary transmissions take

place can also be enforced to keep the interference in check [37]. These can be enforced
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Figure 1.2: CR networks existing within a primary network [2]

either through prior location information which could be obtained through a centralized

control center aided by a geo location database, GPS data, or dynamically via sensing pilot

signals/acknowledgements originating from the primary nodes [38]–[40]. However, even

with interference constraints, each underlay node can still achieve half of the total degrees

of freedom which would have been attainable without interference constraints [41].

1.2 Device to device communications

Device to device communications allow two neighbouring user terminals to comunicate with each

other without the base stations being involved [42], [43], and is a promising concept for future

5G systems, especially in millimeter-wave networks [43], [44]. While the base station is serv-

ing multiple users, two users may directly communicate while bypassing the base station. The

network can implement minimal control procedures on the D2D communication. For example,

the network may only allow communication within certain geographical areas, and maximum
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transmit power limits may be enforced.

Current technologies such as Bluetooth and Wi-Fi direct utilize D2D, which has also been

proposed for cellular [43]. D2D provides benefits such as lower power consumption, higher data

rates, and reduced communication delay [43]. Furthermore, from the perspective of the provider,

the load on the cellular network is lower, and spectral efficiency is increased. Moreover, in case of

emergencies, D2D systems can potentially act as a vital tool to enable communications when the

network side infrastructure is either damaged or overburdened [42], [45]. D2D is also a special

case of the underlay CR paradigm.

Like the other potential 5G technologies, D2D faces numerous challenges before success-

ful deployment. For example, security may be compromised because user information passes

through other user devices [42]. Interference management is also a key concern particularly

when D2D in 5G will operate within licensed cellular bands. Thus, the interference must be kept

below a certain level for normal cellular communications between users and base stations. How-

ever, D2D millimeter-wave systems have certain advantages for interference management due

to the high attenuation and directivity experienced [44]. Moreover, device discovery and initial

session set-up is problematic. In addition, resource allocation and guaranteeing quality of service

(QoS) is difficult for D2D users.

1.3 Massive MIMO

Massive MIMO systems enable a large number of antennas (typically tens or hundreds) to exploit

the spatial dimension, and hold promise as a constituent technology for 5G systems [46]–[48].

It enables either large data rates, greater reliability, or the ability to simultaneously serve a large

number of users. In a cellular set-up, the number of antennas at the user devices is limited, but a

massive MIMO base station can serve a large number of users. With massive MIMO, interference

management is possible by employing suitable beamforming schemes.

With massive MIMO, performance improvements over conventional MIMO in terms of reli-

ability, spectral efficiency, and efficiency are possible [8]. Moreover, massive MIMO enables ef-

ficient multi-user MIMO communications where separate signals are sent to individual receivers

using the same time-frequency slot while avoiding complex scheduling algorithms [8].

However, massive MIMO needs channel state information (CSI) of both uplink and down-

link [9]. This requires the use of orthogonal pilot sequences [49]–[52]. Time division duplexing
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Figure 1.3: Advantages of millimeter-wave systems.

(TDD) which enables uplink pilots to be used for CSI estimation in the downlink has thus been

popular [9], [53]. However, using pilot signals has two main downsides: 1) using spectral re-

sources which may otherwise be used for data transfer, and 2) resulting interference when the

same pilots are used for different terminals (named pilot contamination) [46]. The pilot lengths

depend on the number of user terminals, and because the length of the pilots are constrained

by the channel coherence time, the same pilot sequences have to be used in adjacent cells or

within the same cell itself. The resulting inter-cell and intra-cell interference is one of the main

inhibiting factors of massive MIMO [51].

1.4 Millimeter-wave systems

Due to congestion of the traditional spectrum, the millimeter-wave frequencies (30 − 300GHz)

show promise for future 5G wireless systems [7], [44], [47]. Even after excluding certain sub-

bands which may be unusable, 40% of the remaining spectrum which tallies close to 100GHz

may be available over time [54]. Fig. 1.3 gives a basic idea of the vastness in millimeter-wave

bands. However, it should be noted that not all of these frequencies are necessarily vacant or

assigned.

Recent research has suggested that these frequencies may be able to support cellular com-

munication provided the cell radius remains small; typically within 100 − 200m [7]. Thus,

millimeter-wave networks are ideal for cells having small radii; especially for indoor cells. Fur-

thermore, millimeter-wave systems have potential applications within cellular backhaul, personal

area networks, internet of things (IoT), and campus/enterprise networks.

While providing much needed spectrum, transitioning into the millimeter-wave frequencies

provide much larger bandwidths for services compared with present usage [55]. Furthermore,

given the small wavelengths at high frequencies, millimeter-wave based networks have the po-
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tential to make ever smaller antennas and thus include a large number within an extremely small

area [55]. This spatial condensation of antennas is expecially beneficial to incorporate techniques

such as massive MIMO [55].

Before successful implementation of a 5G system on millimeter-wave frequencies, several

obstacles must be overcome. First, due to the high frequencies, the path loss increases by 20 dB

for every 10 fold increase in frequency if the electrical sizes of the antennas are kept constant

[6], [9]. Moreover, the propagation laws vary for line of sight and non-line of sight paths [55].

Second, due to the sparsity of scatterers, the number of multi-path components received is sig-

nificantly low. Third, millimeter-wave signals experience significant effect from blockages due

to low diffraction [9], [44], and have trouble penetrating obtacles such as walls [55]. For exam-

ple, at 40GHz, there is a 178 dB attenuation when penetrating brick walls and a 20 dB loss when

penetrating a painted board [44]. As such, the existence of a line-of-sight component varies

immensely [6], and because non-line of sight paths are weak in millimeter-wave frequencies,

outages can readily occur due to blockages [44]. Fourth, the absorption by air and rain is high,

and within the 60GHz band, an absorption of 15 dB per km occurs due to oxygen [6]. Fifth, the

millimeter-wave signal beams are extremely narrow and directed, and difficulties occur for users

in finding base stations to associate with.

1.5 Energy harvesting systems

Apart from spectrum constraints, energy constraints have been recognized as a bottleneck for

wireless nodes [56]. Nodes such as base stations are connected to the mains power grid while

nodes such as user devices or sensor nodes are battery powered. In the case of battery powered

devices, they are recharged periodically. For sensor nodes, practical considerations inhibit pe-

riodic recharging, and thus the lifetime of these devices would end whenever the battery power

runs out. Moreover, there has been a global demand to reduce energy usage to aid greener tech-

nology irrespective of the availability of power sources. Specifically, the drive has been towards

using less resources including energy, and reusing those resources.

Therefore, wireless underlay nodes may be powered by energy harvesting [57], which is

especially attractive for small battery powered devices [58]. This harvesting from the ambient

environment enables greener devices, and extends the lifetime of sensor nodes indefinitely due

to the self-sustaining nature of the harvesting process. In practice, energy can be harnessed from
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various environmental sources including solar energy, ambient radio frequency (RF) energy, wind

energy, mechanical energy due to vibration and motion, and thermal energy among others. For

the purposes of this thesis, we will be concentrating on energy harvesting from RF sources.

RF energy harvesting can itself be divided into two constituent technologies [57]. The first in-

volves dedicated RF transmitters placed strategically. These transmitters guarantee a fixed energy

source for the devices. Furthermore, the ambient power available for harvesting can be readily

predicted. Moreover, whenever the energy requirement is low or non-existent, the network has

the control of switching such transmitters off. However, having such dedicated infrastructure

based transmitters are costly. Furthermore, if the harvesting devices are not congregated into cer-

tain geographic areas, dedicated RF transmitters become an impractical solution. This is also the

case when sensor devices are placed in hostile environments. The second RF energy harvesting

scheme uses ambient RF signals present in the environment. With this scheme, the use of existing

RF signals increases the energy efficiency via reuse. Furthermore, because fixed infrastructure

components are not needed, the cost for the network operator is significantly less. However, the

actual amount of harvested energy can be extremely small. Therefore, this method is only suit-

able for basic devices requiring very low energy. Moreover, the harvested energy is inherently

variable and unreliable.

The applications of RF energy harvesting are multi-fold. These include wireless sensor net-

works, RFID (radio frequency identification), internet of things (IoT), D2D networks, and body

area networks. There has been ongoing research on developing specific hardware components

for the energy conversion circuits. Practical RF devices have been shown to successfully harvest

far field non-directive energy in both the UHF and ISM bands at power densities of 1µW/cm2 or

lower [59]. It is expected that the capabilities of energy conversion circuits would increase over

the next few years making RF energy harvesting applicable to an increased range of devices.

1.6 Motivation, objectives, and significance

Motivation: The emergence of different 5G technologies presents some critical questions. How

will they perform under different system and wireless conditions? Moreover, how will the com-

bination of different technologies perform? For example, D2D millimeter-wave links perform

drastically differently compared to D2D links operating within more traditional frequency as-

signments. D2D with energy harvesting will have reliability and power budget related issues.
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Moreover, cognitive radio base stations equipped with massive MIMO will differ in performance

to conventional base stations. Such issues need to be fully addressed and well understood before

5G standardisation is complete.

The irregularity of modern wireless networks must be considered when attempting to an-

swer these questions. To this end, we must employ stochastic geometry models which however

are inherently complex. Moreover, the analytical tractability is limited. This presents a crucial

challenge that must be overcome using mathematical manipulations. The wireless channel also

provides many complications. For example, path loss and fading significantly hinder commu-

nications. Moreover, the effect of these on different technologies are complex. For example,

millimeter-wave and massive MIMO networks behave differently from other conventional net-

works. As such, in analyzing the performance, these irregularities need to be properly taken

into account. In addition, power control and transmitter-receiver association procedures play an

integral role in limiting interference, increasing energy efficiency, and providing better coverage.

Objectives: Characterizing how different power control and transmitter-receiver associa-

tion procedures impact the performance of future wireless technologies with stochastic geometry

models is the main focus of this thesis, with spatial modelling of key 5G technologies, assessing

their performance, and proposing methods for performance improvement being the key objec-

tives. Specifically, my main goals are: 1) Developing power control and receiver association

schemes for an annular underlay CR network and investigation of their performance, 2) Devel-

oping co-operative beacon detection schemes for interweave CR networks and investigation of

their performance, 3) Investigating the feasibility of wireless energy harvesting for an underlay

CR network using stochastic geometry and markov chain based models, 4) Quantifying the effect

of performance degradation for an underlaid receiver when base stations use massive MIMO, and

5) Developing an analytical framework to analyze performance degradation to an underlaid D2D

network employing millimeter-wave frequencies.

Significance: This work will provide essential insight into the limitations of different tech-

nologies, their strengths and weaknesses in different environments and system set-ups, and meth-

ods to overcome limitations. More specifically, how spatial randomness (e.g. random locations

of users and base stations) affects the performance of D2D, CR, massive MIMO, and millimeter-

wave networks has not been investigated before. This thesis fills this gap and also analyzes

power controlling and receiver association techniques. Ultimately, this work may aid in the de-
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velopment of 5G wireless standards that incorporate cognitive and D2D techniques to alleviate

spectrum scarcity.

1.7 Outline of the thesis

The contributions of this thesis is presented below with respect to the different chapters.

• Chapter 2

In Chapter 2, basic background concepts and models will be presented. First, small-scale

fading, shadowing, path loss, spatial distribution, and others are discussed. Next, spa-

tial modelling using stochastic geometry is introduced, and the Poisson point process is

discussed in depth. Furthermore, cognitive radio, millimeter-wave networks, and energy

harvesting will be introduced. Finally, the performance analysis of stochastic wireless net-

works is illustrated.

• Chapter 3

In this Chapter 3, we present a precise, comprehensive analysis of the aggregate inter-

ference (I) generated from an underlay network of CR nodes employing several transmit

power control and receiver association schemes. Importantly, we consider the random-

ness of the locations of CR transmitter nodes and receiver nodes by using two independent

Poisson Point Processes. We investigate receiver association based on the distance or the

instantaneous received power and transmit power control based on the maximum possible

transmitter-receiver distance, fixed or location dependent cut-off power levels, feedback

from the primary system, or the maximum number of available receivers. For each of these

schemes, the exact moment generating function (MGF) and mean of aggregate I power are

derived for links with Rayleigh fading and exponential path loss. The resulting primary

outage and the probability of secondary transmitter cut-off are also derived. Numerical

results show that the secondary power thresholds and node densities significantly affect the

aggregate I , primary receiver outage, and secondary transmitter cut-off arising from the

different schemes.

• Chapter 4

In Chapter 4, we analyze several cooperative beacon sensing (CBS) strategies given spa-

tial randomness of SU and PU nodes, which are modeled via independent homogeneous
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Poisson point processes. We consider two cases of beacon emitter placement: (1) by PU-

transmitters and (2) by PU-receivers. We analyze three separate local beacon detection

schemes and propose five CBS schemes. They require the sharing of SU results via a con-

trol channel subject to Rayleigh fading and path loss, and making a final decision via the

OR rule. By considering the randomness of node locations, we derive both the missed

detection probability, the false alarm probability, and the primary outage and show that

impressive gains are achievable. For example, with PU-receiver beacons, CBS reduces

missed detection by a factor of 104. In contrast, with PU-transmitter beacons, the reduction

diminishes with the increased cell radii, but there exists an optimum cooperation radius.

• Chapter 5

In Chapter 5, we characterize the interference of an underlay device when considering the

use of massive MIMO systems with pilot contamination, path-loss-inversion power con-

trol, receiver association policies, spatially random nodes and propagation characteristics

with power-law path loss and Rayleigh fading. To this end, we derive the average and

the MGF of the aggregate interference and its average due to both primary and underlay

transmissions from nodes modeled as Poisson point processes and analyze how the inter-

ference impacts the outage performance of an underlay receiver in Chapter 5. Our analysis

considers all of the above factors and both single antenna type and massive MIMO base

stations. We show that massive MIMO improves the outage performance, and a higher path

loss exponent reduces the outage probability. This is in contrast to single antenna systems

where a higher path loss exponent increases the outage. Furthermore, it is shown that the

different node densities and power thresholds significantly affect the outage performance.

• Chapter 6

In Chapter 6, we assess how the energy harvest of ambient RF signals and D2D link perfor-

mance are affected by spatial randomness, temporal correlations, transmit power control,

and channel uncertainties. To this end, we analyze the energy harvesting process of a ran-

dom (typical) D2D transmitter node, say Dt, which can communicate with its receiver if

the harvest is sufficient to meet the receiver sensitivity and channel inversion. The system

model consists of (a) three independent homogeneous Poisson point processes, (b) log-

distance path loss and Rayleigh fading, and (c) path loss inversion (PLI) transmit power
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control. In Chapter 6, we derive the ambient radio frequency (RF) energy at Dt, and model

the harvest as a Gamma random variable. We propose four schemes: namely– single slot

harvesting, multi slot harvesting, N slot harvesting, and hybrid harvesting. We develop

a Markov chain model for success probability of these schemes, and derive the cover-

age of the D2D receiver. We find that a D2D receiver sensitivity between −120 dBm and

−100 dBm is optimum for both single and multi-slot harvests, and that high density of

primary transmitters is unfavorable to multi slot harvesting for increasing D2D link dis-

tance. Moreover, hybrid harvesting always outperforms single and N slot harvesting, and

outperforms multi-slot harvesting except for very high path-loss conditions.

• Chapter 7

D2D networks underlaying millimeter-wave cellular systems hold massive potential. How-

ever, the performance of such networks incorporating spatial randomness and power con-

trol has not yet been characterized. To fill this gap, we develop a comprehensive analysis

of the performance of a D2D receiver. We model the locations of cellular transmitters

and receivers as homogeneous Poisson point processes and the D2D network as a Matern

cluster process, and incorporate blockages due to random objects, sectored antenna pat-

terns, log-distance path loss, and Nakagami-m fading. Furthermore, we consider path loss

and antenna gain inversion based power control, and peak power constraints for D2D de-

vices along with distinct path loss exponents and fading severities for line-of-sight and

non-line-of-sight scenarios. With the aid of stochastic geometry tools, we derive closed-

form expressions of the MGF of the aggregate interference experienced by a D2D receiver

and its outage probability. We finally show that the feasibility of millimeter-wave D2D

communication relies heavily on the D2D cluster radii, peak power thresholds, and node

densities.

• Chapter 8

This chapter provides an overall conclusion for the thesis, and future research directions

are discussed.
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Chapter 2

Background

This chapter provides the mathematical background for different concepts used in the rest of the

thesis.

2.1 The wireless channel

In this section, channel impairments such as multipath propagation, the Doppler effect, small

scale fading, shadowing, and path loss will be discussed briefly. The combined effect of these

channel impairments on the received signal is displayed in Fig. 2.1.4.

2.1.1 Multipath fading and the Doppler effect

Due to multiple obstructions and scatterers in the wireless channel, the received signal is the su-

perposition of many signals with different time delays and phases [3]. These multiple copies will

cause inter symbol interference (ISI), and will severely degrade the performance of the receiver.

The power delay profile (PDP) represents the average power associated with a given multipath

delay (τ ) [3]. The average delay and the root mean square (r.m.s.) delay are important statistics

of a wireless channel. They are defined as

µτ =

∫∞
0
τPτdτ∫∞

0
Pτdτ

, and στ =

√∫∞
0

(τ − µτ )2Pτdτ∫∞
0
Pτdτ

, (2.1)

respectively, where Pτ is the power associated with a delay of τ . If the symbol period is defined

to be Ts, frequency flat fading occurs if Ts >> στ . Otherwise, the signal would experience
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frequency selective fading. The term coherence bandwidth is usually defined as

Bcoh ≈
1

στ
, (2.2)

which is roughly the frequency range in which a signal experiences frequency flat fading.

The time variation of the channel is described by the Doppler effect, which is caused by the

relative frequency shift between the received signal and the transmitted signal. If the transmitter

and receiver are stationary, the Doppler shift is zero. However, when the transmitter and/or

receiver move/moves, the maximum Doppler shift is given by

fd =
fcv

c
, (2.3)

where fc is the signal frequency, v is the relative velocity between the transceivers, and c is the

speed of light. The Doppler spectrum of the channel represents the power associated with a

particular Doppler shift (between 0 and fd). In a similar manner to the PDP, the average and the

r.m.s. Doppler spread can be calculated. Furthermore, the coherence time Tcoh is defined to be

approximately 1
Bd

, where Bd is the Doppler spread. If the signal period Ts << Tcoh, the signal is

said to undergo slow fading. Otherwise, the signal undergoes fast fading.

2.1.2 Small scale fading models

Small scale fading is the random fluctuation of signal amplitude over short distances, and occurs

due to the effects of multipath propagation [?]. It can be characterized by various statistical

models.

Rayleigh fading

Rayleigh fading is the most common model to represent wireless channels including broadcast

and mobile systems. Popular due to its mathematical tractability, this model is valid when there

is no line-of-sight path between the transmitter and receiver [3]. The probability density function

(PDF) of the received signal power under this model is given by

fγ(x) = e−x, 0 ≤ x <∞, (2.4)
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It should be noted that while the Rayleigh distribution denotes the envelope amplitude, the power

is specified by an exponential distribution.

Rician fading

Rician fading occurs when there is a dominant line-of-sight component. This model is especially

useful for channels such as satellite links. The PDF of the received signal is [60]

fγ(x) =
(K + 1)

γ̄
e−(K+

x(K+1)
γ̄ )I0

(
2

√
xK(K + 1)

γ̄

)
, 0 ≤ x <∞, (2.5)

where γ̄ is the average received signal power, K is the ratio between the line-of-sight component

power and the power of the other scatterer components, and I0(·) is the modified Bessel function

of the first kind.

Nakagami-m fading

Nakagami-m fading is a model proposed by [61] which fits the empirical measurements of wire-

less channels. Its PDF is given by

fγ(x) =
xm−1

Γ(m)

(
m

γ̄

)m
e−

mx
γ̄ , 0 ≤ x <∞,m > 0.5, (2.6)

where m is a parameter describing the severity of fading. The model is versatile; for example,

m = 1 yields Rayleigh fading, and m→∞ yields the no-fading case.

2.1.3 Shadowing

Shadowing is the random variation of signal amplitude due to blockages from large obstacles

such as mountains and buildings in the transmission path. The distances in which shadowing

occurs depend on the dimensions of the obstacle causing the shadowing effect [3].
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Log-normal shadowing

The most common model for shadowing is the log-normal shadowing model. The PDF of the

ratio between transmit and receive power (ψ) is given by [3]

fΨ(ψ) =
ξ√

2πσψdBψ
e
−

(10log10(ψ)−µψdB
)2

σ2
ψdB , 0 ≤ ψ <∞, (2.7)

where ξ = 10
ln10

, µψdB is the mean of ψdB, and σψdB is the standard deviation of ψdB.

Because (2.7) is not mathematically tractable readily, several approximations have been pro-

posed. One such approximation is the Gamma model [62], [63], where the two distributions

show a close match except in the lower tail region. Another approximation is the mixture Gamma

model developed in [64].

2.1.4 Path loss

Path loss is the reduction in signal amplitude over distance between the transmitter and receiver.

Path loss variations only occur over large distances [3].

Free space path loss model

The free space path loss (FSL) model is the most simple path loss model. It can be written as

FSL =

(
4πd

λ

)2

, (2.8)

where d is the distance between the transmitter and receiver, and λ is the wavelength of the

transmitted signal.

Empirical path loss models

Because free space conditions do not hold for the wireless environment which encompasses many

variable factors such as buildings, trees, hills, and houses, the path loss modeling is difficult.

Thus, several empirical models have been developed using real world experimental data. These

include the Okumura model, Hata model, COST 231 Hata model, and COST 231 Wolfisch-

Ikegami model [3].
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Environment Path loss exponent
Free space 2
Urban cellular radio 2.7 to 3.5
Shadowed urban cellular radio 3 to 3.5
In-building line-of-sight 1.6 to 1.8
Obstructed within a building 4 to 6
Obstructed within a factory 2 to 3

Table 2.1: Common path loss exponent values.

The COST 231 Hata model for path loss (PL) in dB can be written as [3]

PLdB(d) = 46.3 + 33.9log10 (fc)− 13.82log10 (ht)− a(hr)

+ (44.9− 6.55log10 (ht))log10 (d) + CM , (2.9)

where ht is the transmit antenna height, hr is the receiver antenna height, fc is the transmit signal

frequency, and d is the distance between the transmitter and receiver. For suburbs and small

cities, a(hr) is defined as

a(hr) = (1.1log10 (fc)− 0.7)hr − (1.56log10 (fc)− 0.8). (2.10)

CM is 0 for small cities and suburbs, while it is 3 for large cities.

Simplified path loss model

The most common path loss model used in analysis is the simplified path loss model, and will be

used in the subsequent chapters. According to this model, the power at a certain distance r from

the transmitter is given by

P (r) = P0

(r0

r

)α
, (2.11)

where P0 is the observed power at a distance r0 from the transmitter, and α is the path loss

exponent. This model includes the free space path loss model (2.8) as a special case when α = 2.

Some common path loss exponents for different environments are tabulated in Table 2.1.

Combining the effects of small scale fading, shadowing, and path loss, the received power Pr

can be expressed as

Pr = PX|h|2r−α, (2.12)

where P is the transmit power, X is the shadowing gain, and |h|2 is the power gain due to small
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Figure 2.1: Combined effect of path loss, shadowing, and fading [3]
.

scale fading.

2.2 Spatial modelling

The locations of base stations and different user terminals do not usually conform to a pre de-

termined setup. While the placement of base stations is not purely random, it is increasingly

becoming irregular with the introduction of small cells and pico cells. The user terminals on

the other hand are almost always random, and change location regularly. As such, conventional

fixed models such as the hexagonal grid model do not present an accurate picture of the net-

work. Stochastic geometry based modelling has thus gained ground within the research commu-

nity [10]–[14]. In addition to providing a realistic network scenario, some stochastic models are

mathematically tractable [12]. Stochastic geometry is crucial to calculate the statistical properties

of such collections of points and to calculate averages over all possible realizations.

Stochastic geometry is the mathematical area dedicated to analyze random spatial patterns,

or more specifically point patterns. A random point pattern or point process is a set of points

(locations) which is generated randomly through some mechanism. Formally, a point process

is a countable random set Φ = {x1, x2, . . . } ∈ R2. Many different mathematical models for

point processes exist. These include, but are not limited to: the binomial point process (BPP), the
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B

Figure 2.2: Network of nodes where the BPP is applicable.

Poisson point process (PPP), the Beta-Ginibre point process, the Matern Hardcore point process,

and the cluster process.

2.2.1 Binomial point process

The Binomial point process (BPP) is useful to model interferers when the total number of nodes

is fixed and uniformly distributed within an area [16]. For a bounded set Z, the total number of

nodes in B (B ∈ Z) is given by [65],

P (N(B) = n) =

 N

n

 pn(1− p)N−n, n = 0, . . . , N (2.13)

where N is the total number of nodes in Z, and p = v(B)
v(Z)

. Here v(·) represents the area. A visual

representation of this concept is given in Fig. 2.2. The BPP is accurate for node distributions

(especially base stations) when the number of nodes within the total geographical area is known

[16].
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Figure 2.3: Realization of a homogenous PPP for density = 1× 10−4

2.2.2 Poisson point process

The PPP is the most popular point process model used in stochastic geometry based analysis.

Within a PPP, there is no dependence between node locations and the number of nodes are ran-

dom. It can be interpreted as a limiting case of the BPP. The formal definition of a PPP is as

follows [66]. Φ is a point processes in R2 such that:

• for every bounded closed setA, the numberN(A) is Poisson distributed with mean λ(A) =∫
A
λ(x)dx and

Pr[N(A) = n] =
(λ(A))n

n!
e−λ(A), n = 0, 1, 2, . . . (2.14)

• if A1, A2 . . . , Am are disjoint sets, N(A1), N(A2), . . . , N(Am) are independent random

variables.

The PPP has extensively been used to characterize the locations of wireless nodes in prior

research [37]–[39], [67]. When the mean λ(A) = λA, and if the number of points in disjoint sets

are independent, the PPP is termed a homogeneous PPP, and λ is termed the node density (Fig.

2.3). In other words, the intensity is independent of the location x. Conversely, when the mean is

a function of the location, the resultant process is said to be inhomogeneous.

2.2.3 Cluster process

A cluster involves the formation of daughter processes around a parent process. If the points

within a parent process X is replaced with a set of points Zx, the superposition of all the clus-
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ter points represents the daughter process Y =
⋃
x Zx [66]. The most commonly used cluster

processes is the Matern cluster process where the parent process is a PPP in R2, and each clus-

ter within the daughter process consists of Mx points independently and uniformly distributed

within a disc having a radius r centered at x where Mx = Poisson(µ), and x is the location of

any parent node [66]. The Matern cluster process has been extensively used in the modeling of

user terminals centered around base stations in cellular networks [68]–[70].

2.2.4 Hardcore point process

Hardcore point processes differ from other point processes by having dependencies between the

points [71]. In a practical sense, a minimum distance is enforced between different points within

a realization. Hardcore processes are especially useful to model base station locations. This is

because base stations would ideally have some space between each other to limit unnecessary

overlap.

A hardcore process is formed after thinning an existing point process. Because this thinning

procedure depends on other points of the process, it is termed as dependent thinning. If Φ is

such process, each point x of Φ is marked with either 0 or 1 depending on whether or whether

not another point is present in b(x, r), where b(x, r) is a ball of radius r with origin x. The

elements marked with 0 get deleted, and the remainder form a hardcore point process. While

several different hardcore processes exist, the Matern hardcore process [72] is one of the most

popular.

2.2.5 Stochastic geometry tools

When modelling nodes as a PPP, several useful stochastic geometry tools such as mapping, thin-

ning, and clustering can be employed [66], [73].

Displacement/mapping theorem

Mapping refers to transforming a point process to another point process by applying a fixed

transformation [66]. In formal terms, it is stated as follows [74]. If Φ is an inhomogeneous PPP

on Rd with intensity Λ, and let f : Rd → Rs be measurable and Λ(f−1{y}) = 0 for all for

y ∈ Rs. Assume further that µ(B) = Λ(f−1{B}) satisfies µ(B) < ∞ for all bounded B. Then,

f(Φ) is a non-homogeneous PPP on Rs with intensity µ.
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Thinning

Thinning refers to a process on a PPP where some points are deleted. The remaining points are

said to form a thinned PPP [66]. Each point of the process is marked with an indicator taking

the values 1 or 0 representing whether the point is to be retained or not. When the indicators are

independent of each other, it’s referred to as independent thinning, while it’s referred as dependent

thinning when the indicators depend on each other [66]. While the resultant processes after

independent thinning are also PPPs if the original process was a PPP, the resultant process after

dependent thinning generally is a hardcore process. Matern type I and II [72] are commonly used

hardcore processes where the thinning procedure is dependent on the distance to neighbouring

nodes [66]. Hardcore processes are especially useful in modelling medium access protocols such

as CSMA/CA employed in IEEE 802.11 [38].

Campbell theorem

The Campbell theorem is useful to obtain sums over a PPP. Formally, it can be expressed as [73]

E

[∑
x∈Φ

f(x)

]
=

∫
R2

f(x)λ(x)dx. (2.15)

Probability generating functional

The probability generating functional (PGFL) is used to derive products over a PPP, and goes

hand-in-hand with the Campbell theorem. It can be expressed as

E

[∏
x∈Φ

f(x)

]
= e(−

∫
R2 (1−f(x))λ(x)dx). (2.16)

Slivnyak theorem

The Slivnyak-Mecke theorem, commonly known simply as the Slivnyak theorem states that for

a PPP Φ, any new point can be added or removed from it without affecting the distributions or

properties of Φ. In a practical sense, if Φ is conditioned to have a point at x, the properties of Φ

do not change as long as x is not considered. This condition is formally written as [73]

P!x(E) = P(E). (2.17)
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2.3 Power control and receiver association

2.3.1 Power control

The transmitter controls its power depending on the distance from the receiver, other transmis-

sions, and channel conditions. The benefits include saving transmitter power and reducing inter-

ference. Power control methods include fixed power, distance based schemes with channel inver-

sion, and measurement based schemes [75]. For example, open-loop and closed-loop schemes

are used in Wideband Code Division Multiple Access (WCDMA) and LTE networks [76]. More

complicated power control schemes involve optimizing the transmit power to achieve a certain

objective. For example, power control schemes have been developed to maximize network ca-

pacity, to use the lowest energy while guaranteeing a performance threshold, and to reduce the

bit error rate data rate [3].

Power control schemes have been extensively studied for a variety of settings [38], [77]–[85].

Furthermore, it is common to have a maximum allowable transmit power for networks in order

to prevent interference to other co-channel users [83]. This maximum allowable transmit power

can be a constant for all devices or a location dependent one. A location dependent power level is

desirable because the interference from a certain user device to others depend on the specificities

of the network layout. A constant maximum allowable power level may disadvantage devices

which are far from their respective receivers, and which do not necessarily interfere other devices.

One disadvantage of power control schemes is the additional processing power which is re-

quired by the transmitters. This is especially true for more complicated power control structures

such as water-filling [3]. Moreover, distance based power control schemes require the distance

from the receiver to the transmitter known beforehand. In order to gain this information, either

periodic pilot signals or information from a network control center are required. Going one step

further, if channel inversion based power control is conducted, channel state information (CSI) is

needed via regular pilot signals.

2.3.2 Receiver association

Receiver association schemes are the policies governing how a receiver is assigned to a particular

transmitter or vice versa. Association can be made with the closest receiver/transmitter, the re-

ceiver/transmitter providing the best instantaneous SNR, or a random receiver/transmitter within
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Figure 2.4: Cellular base stations and their respective Voronoi cells.

a given radius [83]. Receiver association schemes directly affect the transmit power, quality of

service (QoS), handovers, and the coverage. In heterogeneous networks, networks can introduce

a bias for a certain class of base stations. For example, in a hypothetical scenario of macro cells

and micro cells, the network may implement a policy where a 10 dB bias exists for the micro

cells. In such a case, the user will connect to a micro cell even if the received signal strength of a

micro cell is 10 dB lower than the macro cell.

Associating with the closest base station is the most popular association scheme for cellular

networks studied in research. Fig. 2.3.2 depicts a random set of base stations and their corre-

sponding cells. Any user falling within the cell of a particular base station has that as its closest

base station. Such a cellular structure is termed the Voronoi tesselation, and a cell is termed a

Voronoi cell.

2.4 Interfernce characterization for a finite network

The total interference experienced by a user device is the combination of interference from all

active co-channel devices [86], [87]. Thus, the aggregate interference I may be written as

I =
N∑
i=1

Ii, (2.18)

where Ii is the interference caused by the i-th interferer, and N is the number of interferers. N

can be a finite value or∞.
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The individual interference Ii is written as

Ii = βiPiXi|hi|2r−αi , (2.19)

where βi is a Bernoulli random variable depending on the activity level (and spectrum identifi-

cation errors if interweave CR is considered) of the i-th interfering device and Pi is the transmit

power of that i-th device. Xi, |hi|2, and ri are the shadowing gain, small scale fading gain and the

distance between the i-th interfering device and the device in question. The path loss exponent is

α.

Since the PDF of the aggregate interference is generally intractable, an MGF (moment gen-

erating function) based approach is generally used for analysis [88]–[94]. The MGF can be

obtained relatively easily because, for a sum of independent interferers, the total MGF is the

product of individual MGFs [88], [93].

The MGF M i
I(s) of the interference from a single node can be written as

M i
I(s) = E[e−sIi ], (2.20)

where E[·] denotes the expectation, and s is the Laplace variable. If the individual interferers are

independent and identically distributed, the MGF of the aggregate interference becomes

MI(s) = (M i
I(s))

N (2.21)

Other valuable parameters of the aggregate interference include the mean and higher mo-

ments, and cumulants. The n-th moment (µn = E[In]) can be obtained from the MGF MI(s)

as

µn = (−1)n
[
dn

dsn
MI(s)

]
s=0

(2.22)

Modelling aggregate interference to fit well known distributions has been extremely popular

due to the intractability of exact analysis. Typical such distributions are Gaussian, log-normal,

tailed α-stable, gamma, and as sums of normal and log-normal [88], [95]–[99]. This is generally

achieved by matching moments of the aggregate interference with the corresponding moments of

the well known distribution.
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2.5 Technology specific attributes

2.5.1 Spectrum sensing

Spectrum sensing is one of the key aspects of CR networks. As in Chapter 1, unlicensed sec-

ondary devices can opportunistically access spectrum holes. Holes may exist in vacant, under-

utilized, or occupied spectrum. Vacant spectrum is where PU activity is absent within a particular

geographical area [33]. For example, this may occur when the licensee does not use the spec-

trum in a specific location or geographic area. Under-utilized spectrum occurs when primary

user activity is only present within certain times, but absent during others. For example, cellular

frequency slots may be idle at times depending on traffic levels. Even primary user occupied

spectrum can be accessed by CR devices under certain conditions. For example, transmit beam-

forming allows the signals to focus towards the intended receiver without interfering on other

devices. The primary user spectrum can thus be used at the same geographical location by CR

devices without mutual interference [33].

Spectrum identification techniques include geolocation databases, in-band sensing, out-of-

band sensing, interference temperature based detection and co-operative sensing [29], [33], [100],

[101].

In-band sensing

With in-band sensing, CR devices sense the spectrum they are trying to access directly. The

major in-band sensing methods involve energy detection, cyclostationary feature detection, and

eigenvalue based detection [2]. These schemes are relatively easy to implement without the need

for network control, dedicated devices or channels, or co-ordination between the primary and CR

networks. Thus, they are popular as a means of opportunistic spectrum access where decisions

can be made on the spot. However, in-band sensing is highly susceptible to corruptions from

noise. The sensing CR device will not be alerted to the presence of nearby non-transmitting

primary receivers. Another major disadvantage of in-band sensing is the inability to gain system

level information other than about spectrum occupancy. For example, if the primary system is

occupying the spectrum, there will be no information as to how long the access will take place.

Similarly, when the spectrum is vacant, there is no information as to when re-occupation by the

primary network will occur. As such, the CR devices have to constantly engage in sensing.
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Out-of-band beacon sensing

With this method of sensing, CR networks do not directly sense the frequency band for which

spectrum access is required (In Chapter 4, we will consider this scheme). Instead, beacon signals

on a dedicated out-of-band control channel (beacon) tell whether the frequency band is occupied

or not by PU devices. The beacon signals are simply narrowband electromagnetic waves modu-

lated by on-off switching [102], do not necessarily have to be continuous, and can be transmitted

periodically, which will reduce additional power requirement for the PUs. Beacon signalling and

beacon detection circuits can be relatively simple [103]–[105]. In addition, the beacon signals

can be used to separate different primary devices using different time slots or orthogonal codes.

Individually identifying different primary devices is not readily possible in many in-band spec-

trum identification strategies including energy detection. Furthermore, beacons provide added

control mechanism to the primary devices, which can actively allow or prevent CR spectrum ac-

cess dynamically. This is however not possible with in-band schemes. Such beacons have been

proposed for IEEE 802.22.1 [106] and are the most suitable for CR implementation in a cellular

system [101]. The SU devices detect beacon signals by comparing the received signal power in

the control channel with a threshold level.

Guard regions

Guard regions or exclusion regions are areas around primary users where CR transmissions are

not allowed [37]. Typically, a guard region can be mathematically expressed as
∑

i b(xi, R),

where b(xi, R) is the 2-D annular area (ball) of radius R at point xi. These regions are critical in

underlay CR networks in order to ensure the interference temperature at a primary user receiver

is maintained. Guard regions may be established around both PU transmitters and PU receivers.

However, guard regions around PU receivers are more desirable because these are the devices

which bear the detrimental effects of interference.

Finding distances to PU devices to establish guard regions can be accomplished either through

periodic pilot channels, prior information about the network from a controller, or through GPS

information. While guard regions are usually annular in shape, more complex shapes have also

been researched to provide optimum CR throughput while maintaining the interference tempera-

ture on PU receivers.
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Co-operative sensing

Due to wireless channel impairments such as multipath fading, shadowing, and path loss, a CR

node may not be able to detect a spectrum hole through either in-band or out-of-band sensing.

In this context, co-operative sensing refers to several SUs sharing their local spectrum sensing

results for an overall decision in the interweave mode of CR. Thus, it achieves better sensing

performance by exploiting spatial and multiuser diversity in wireless networks [33], [100], [107]–

[109]. Furthermore, minimizing the detection error and reducing individual sensing times are

possible [110]. However, co-operation techniques amongst secondary users assume a substantial

smount of information exchange, which is an overhead usually ignored in literature.

Co-operation techniques among secondary nodes can be broadly classified as data fusion

and decision fusion [35]. In data fusion, a node amplifies and transmits the sensed informa-

tion. A node may either share all the sampled information or a summary [111], and soft deci-

sion combining such as the likelihood ratio test can be used. For example, CR node x0 with

sensed information F0. This device makes its final decision based on the combined sensed

data {F0, F1, F2, . . . FN}, where F1, F2, . . . FN are the sensed information of co-operating CRs

x1, x2, . . . xN . In contrast, in decision fusion, a CR makes a spectrum occupancy decision first,

which is then broadcast. The final decision by x0 is based on {s0, s1, s2, . . . sN} where sk(k ∈

{0, . . . , N}) is the decision of the CR xk. Each node makes a binary decision about PU spectrum

occupancy, which is shared. These hard decisions are combined using the AND, OR, or majority

rules [35], [101]. With the AND rule, if all co-operating devices indicate a PU channel occu-

pancy, then the spectrum is designated as occupied. On the contrary, with the OR rule, the same

decision is reached even with a single occupancy indication by a co-operating device. Thus, the

OR rule is more conservative in allowing spectrum access. With the majority rule, a majority of

co-operating nodes must indicate spectrum occupation.

2.5.2 Markov chains

A Markov chain is a stochastic process which has the memoryless property. That is, the next state

only depends on the present state, and not the states before. In the rest of this thesis, Markov

chains will be used primarily for energy harvesting networks which consider temporal dynamics

and time correlations.

Formally, a Markov chain is a sequence of random variables having the Markov property (i.
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e. memorylessness). If the random variables are X1, X2, X3, . . . , XN , XN+1,

Pr[XN+1 = aN+1\{X1 = a1, X2 = a2, . . . , XN = aN}] = Pr[XN+1 = aN+1\XN = aN ].

(2.23)

Markov chains can be illustrated via state transition diagram, where the edges represent the prob-

ability of transitioning from one state to another [112]. Equivalently, a state transition matrix can

also be used to display the same information. IfQ is such a matrix, the probability of transitioning

from state i to state j is represented on Q(i, j).

A crucial parameter which is obtained through Markov chains is the steady state probability

if it exists. For a Markov chain comprising of N states, the steady state probabilities for each

state can be represented as a vector Ω = [ω1 ω2 . . ωN ]. At steady state, we have

ΩQ = Ω. (2.24)

Solving this equation while recalling that ω1 + ω2 + · · · + ωN+1 = 1 gives the individual steady

state probabilities [57].

2.5.3 Millimeter wave channels

Millimeter wave channels differ from traditional microwave channels in several respects. Below,

we will elaborate two defining features.

Blockages

Millimeter wave signals are considerably more sensitive to blockages from objects within their

path compared with traditional microwave signals as the effect from diffraction is negligible [4].

There exist high penetration losses when signals traverse through materials such as concrete [4].

As such, depending on whether the transmitter-receiver pair is line-of-sight (LOS) or not, signif-

icant differences occur. For example, the LOS path loss exponents are significantly lower than

those for non-line-of-sight (NLOS) environments. Furthermore, additional shadowing occurs for

NLOS scenarios [4].

When modelling blockages mathematically, the most common assumption is to consider a

process of random Boolean rectangles within R2. This process is considered to be stationary

and motion invariant. The LOS and NLOS probabilities for such a process depend only on the
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Figure 2.5: Sectored antenna pattern with a main lobe gain of M , a back lobe gain of m, and a
main lobe beamwidth of θ [4].

transmitter receiver distance r. As such, we have

Pr[Blocking] =

 e−βr LOS

1− e−βr NLOS
, (2.25)

where β is a constant depending on the size and density of the blocking objects.

Sectored antenna patterns

Under millimeter wave frequencies, large numbers of antenna elements can be packed within

a small area which enables directional beamforming. This is because antenna element sizes

decrease with the increase of frequency. The actual antenna patterns are undoubtedly complex,

and dependent on the physical array dimensions. However, to keep the analysis concise, we can

consider a sectored antenna model [113] where the antenna gain pattern is divided into discrete

regions based on the angle off the boresight direction (Fig. 2.5.3). Thus, the antenna gain (G)

can be expressed as follows:

G∗ =

 M , |θ| ≤ ω∗
2

m , otherwise
, (2.26)

where ω∗ is the antenna beamwidth, θ is the angle off the boresight direction, M is the main lobe

gain, and m is the gain from the side and back lobes. This gain pattern can also be generalized

for different side and back lobe gains. Moreover, it should be noted that the gains for different

devices (for example for base stations and users) will differ depending on their physical antenna

parameters.
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Chapter 3

Underlay interference characterization with power

control and receiver association

3.1 Introduction

As mentioned in Chapter 1, spectrum scarcity and under utilization are two of the factors in-

hibiting the growth of wireless networks, and a promising solution is to opportunistically access

unused channels. To mitigate both these factors, the underlay mode is especially attractive be-

cause both primary and cognitive nodes simultaneously access spectrum slots which will enhance

spectral usage and spectral efficiency. Nevertheless, due to the imposition of interference power

(I) constraints to protect primary channels, underlay nodes must use transmit power control,

which is the main limiting factor of their capacity [41].

Thus, transmit power control, contention control, and receiver association schemes must be

used not only to manage primary interference, but also to improve the throughput, reliability

and other quality-of-service parameters of the underlay network itself. While these schemes

are widely used in wireless systems, their use in underlay networks has not been investigated

extensively.

1. Power control methods have been widely used in non-cognitive set-ups to reduce the signal

to interference ratio. Those include fixed power, distance based schemes with channel

inversion, and measurement based schemes [75]. For example, open-loop and closed-loop

schemes are used in Wideband Code Division Multiple Access (WCDMA) and Long Term

Evolution (LTE) networks [76]. Although such schemes have been extensively studied for

non-cognitive settings [77]–[80], how they perform in terms of minimizing the interference
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from cognitive underlay networks remains to be quantified.

2. Contention control can also help to reduce interference. which limits the transmissions of

a node based on its distance to other nodes [38]. These can be employed together with or

independently from power control schemes, and have been shown to significantly reduce

the mean I [38].

3. Receiver association schemes specify which receiver is selected by a transmitter. They can

be based on the distance, the instantaneous signal to noise ratios (SNRs), or the received

powers of pilot signals of the transmitter-receiver channels [114]. For example, the trans-

mitter can be associated with the nearest receiver, or the receiver with the highest received

power.

While the aforementioned schemes do help to reduce the interference from cognitive nodes,

additional reduction of I is possible via two other mechanisms: namely, instituting cut-off trans-

mit powers for SU-transmitters and enforcing exclusion regions around the primary nodes. The

cut-off transmit power, which is the maximum transmit power level allowed for SU-transmitters

can either be a constant or location dependent. An exclusion (guard) region around the primary

nodes defines a region where cognitive nodes are barred from transmitting. These can be en-

forced either through prior location information which could be obtained through a centralized

control center aided by GPS data, or dynamically via sensing pilot signals/acknowledgements

originating from the primary nodes [38]–[40].

3.1.1 Prior research

Aggregate I of random cognitive networks has been extensively analyzed including statistical in-

terference models, exact analysis, and performance bounds [37], [39], [87], [88], [93], [95], [96],

[98], [115]–[121]. For example, [39] provides a statistical model for I considering path loss,

small scale fading, shadowing, sensing techniques, and also investigates the effects of primary

network transmit power control. Interference in a spectrum sensing framework [115] and hetero-

geneous networks (networks with multiple tiers of nodes) with macro base stations and cognitive

femto access points [116] have been analyzed. On the other hand, [37] derives the moment gen-

erating function (MGF) and cumulants of I for a finite annular field of interferers. Centralized

and distributed power control schemes for a D2D network are proposed in [118]. A normal and
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log-normal sum approximation is developed in [96], while [93] approximates the interference

with the nearest neighbor’s interference. The average I considering intra-cognitive user interfer-

ence has been derived in [119], while a coverage analysis of two tier networks is performed in

[120]. The MGF of the underlay I is analyzed and approximated in [88] while considering the

effects of shadowing. Moreover, [95] investigates the effects of the exclusion zone radius and the

number of cognitive nodes whereas [98] analyses the probability density function (PDF) of the

interference under different exclusion regions. Reference [87] analyzes I due to beacon misde-

tection for hybrid underlay-interweave networks, while [122] develops a foundation for designing

wireless networks with secrecy exploiting intrinsic spatial and channel properties of the wireless

environment. Bounds for interference and outage probability are derived and a method involv-

ing Poisson cluster processes to model the interference is proposed in [121] for active cognitive

nodes outside primary node guard regions following a Poisson hole process, while power control

strategies based on single node optimal power control and the Nash equilibrium for interference

limited Poisson distributed nodes are studied in [123]. Furthermore, [71] proposes a technique to

estimate access point throughput in dense random CSMA (Carrier Sense Multiple Access) net-

works, and extends the results when the access points form a Matern-hardcore process using an

computationally efficient procedure.

3.1.2 Motivation

Thus, prior research has not completely analyzed the impact of power control, receiver associa-

tion, and contention control schemes on I (interference on primary network) and on the perfor-

mance of the cognitive network itself. Publications [37], [95], [119] have assumed a constant

transmit power for cognitive nodes, and in the case of [71] for the transmitting access points.

Whilst enabling analytical tractability, this assumption may not hold because the actual transmit

powers depend on several factors including the receiver association policy, the distance to the

intended receiver, and the cut-off transmit power. Thus, all such factors must be considered in a

more comprehensive analysis. While a channel inversion based power controlling scheme and a

threshold scheduling scheme are proposed in [124] for an infinite network, [124] does not con-

sider different receiver association models and guard regions. Furthermore, cut-off thresholds

or maximum allowable receiver distances are not considered for the power control schemes. A

comprehensive analysis is given by [38], which provides a rigorous analysis of power control,
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contention control, and hybrid power-contention control schemes by deriving the primary re-

ceiver interference in an underlay network with exclusion regions. The power control technique

adopted in [38] limits the mutual interference among SU-transmitters but only considers one spa-

tial point process for cognitive nodes. No distinction is thus made between a transmitter node and

receiver node. In contrast, we differentiate cognitive transmitters and receivers by modeling them

as two separate spatial point processes, which allows for more detailed analysis of the system.

Our approach also focuses on guaranteeing a certain level of performance for the SU-receivers.

Therefore, our work complements [38] and develops several interference management schemes.

These schemes thus enable various trade-offs among performance objectives, thereby offering

a more flexible system analysis and design perspective. Finally, the primary objective of this

chapter is to provide an exact analysis of the aggregate I for the proposed association and power

control policies in underlay networks.

3.1.3 Contributions

We propose several interference management schemes for the cognitive nodes, derive the MGF

and mean aggregate I and analyze the outage of the primary receiver. The proposed schemes are

as follows:

• Nearest receiver association with power control schemes based on: 1) cognitive transmitter-

receiver distance rc 2) rc and a constant cut-off power level 3) rc and a location dependent

cut-off power level.

• Nearest-M receiver association with the power control scheme based on the transmitter

receiver distance rc,k and a constant cut-off power level.

• Best received power association (when channel state information (CSI) is available) with

the following: 1) power control based on the transmitter receiver distance, the channel state

information, and a constant cut-off power level 2) constant powered transmission with self

deactivation based on the estimated received power at the receiver.

• Nearest-M receiver association and transmission restrictions based on distance to other

receivers.

• Iterative changing of the cut-off transmit power level based on the primary receiver perfor-

mance with a nearest receiver association, a power control scheme based on the transmitter
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Figure 3.1: Sytem model. The PU-receiver is located at (0,0). Active SU-transmitters are in the
shaded area. Respectively, Rg, Re, and R denote the guard distance, the outer distance, and the
primary transmitter-receiver distance.

receiver distance and, a cut-off power level.

The MGF is an extremely important tool for deriving various statistics. For instance, while im-

mediately providing moments, which can be used for moment matching purposes, it can also be

used for evaluations bit error rates and outage [89], [125]. Furthermore, the probability of a cog-

nitive transmitter being cut-off is derived. Moreover, for the best received power association, we

will use stochastic-geometry tools including the Mapping and Marking theorems [73] to derive

the distance distribution to a cognitive receiver having the best received power.

The following system-model assumptions are made: 1) the CR transmitter and receiver nodes

form two independent homogeneous PPPs [73], 2) the exclusion zone around the primary receiver

(Fig. 3.1) is perfectly enforced, 3) The links experience exponential path-loss and Rayleigh

fading, and 4) SU-transmitters know the distances to SU-receivers (either via pilot signals, or

through information stored in a database).

This chapter is organized as follows. Section II introduces the spatial and signal models.

Section III derives the MGF and mean of the aggregate I for the proposed transmission schemes,

while Section IV derives the outage probability of the PU-receiver. Section V provides numerical

results, and Section VI concludes the chapter.

3.2 System model

This section introduces both the spatial and signal models.
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3.2.1 Spatial model and assumptions

• Without loss of generality, the primary user receiver (PU-receiver) is located at the cen-

ter with a distance R from the PU transmitter. We will consider multiple stochastic PU

transmitter receiver pairs within Chapter 5.

• The active SU-transmitters are located in a finite annular area (Fig. 3.1). (While this model

is simplistic, it is analytically tractable, and provides key insights. The model will be

generalized in Chapter 5) The circle of radius Rg around the PU-receiver is the exclusion

zone, which plays an important role to limit the interference [37]. The value of Rg will be

decided based on the maximum admissible outage probability for a primary receiver. The

SU-transmitters within the exclusion zone do not transmit or must use a different frequency

block. We further assume that the SU-transmitters lie within a finite outer radius of Re in

order to provide a more general analysis (the secondary network may form a single cluster

where a finite Re may be the most appropriate). Note that a field of active SU-transmitters

distributed in the entire R2 is a special case of our model when Rg → 0 and Re →∞. The

SU-receivers are distributed in R2.

• Because the number and locations of SU-transmitters and receivers are random, they must

be modeled by a spatial stochastic process [13], [14], [117]. For this purpose, independent

conditional homogeneous PPPs with intensities λt and λr respectively are used. We will

denote them as Φt and Φr, and the number of nodes within an area A follows (2.14).

Let φt,i denote the i-th cognitive transmitter located at xi ∈ Φt when it exists. Thus, the

distance to the PU-receiver from φt,i ri is ri = ||xi||, Rg < ri < Re. The distribution of ri

is obtained as follows. Because Φt is a homogeneous PPP, the CDF of ri becomes Fri(x) =
π(x2−R2

g)

At
, Rg < x < Re, where At = π

(
R2
e −R2

g

)
. Differentiating this CDF yields the PDF [88]

fri(x) =

 2πx
At

, Rg < x < Re

0 , otherwise
. (3.1)

Let φr,k\i denote the k-th closest receiver from φt,i located at yk\i ∈ Φr. We will require

the distribution of the distance to φr,k\i from φt,i, which we will denote as rc,k where rc,k =

||yk\i−xi||. Because Φr and Φt are stationary, rc,k is equivalent to the distance to the k-th nearest
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node in a PPP from any given location. The probability of having at least k nodes within a circle

of radius x is given by;

Pr[Nodes ≥ k] = 1−
k−1∑
i=0

(λrπx
2)i

i!
e−λrπx

2

, 0 < x <∞.

Thus, the PDF of rc,k is thus obtained from (3.2) as [126], [127]

frc,k(x) =
2(πλr)

k

(k − 1)!
x2k−1e−πλrx

2

, 0 < x <∞. (3.2)

When k = 1, we get the distance distribution to the nearest receiver node from φt,i (rc,1). We will

refer this distance as rc for brevity.

In the subsequent analysis, we assume that all φt,i in the annular region withRg < ||xi|| < Re

are active simultaneously. However, this is a worst-case assumption designed to glean maximum

primary interference level. Nevertheless, there is no loss of generality in this assumption because

if some transmitters are inactive, we can model this on-off behaviour by assigning a transmission

probability β < 1 to each node. By using independent thinning [73], our derived expressions can

then be adapted by replacing λt with βλt.

We will investigate nearest receiver association, the best received power association, and the

k-th nearest receiver association when closer receivers are unavailable. Practical applications

for such networks can include ad-hoc networks, wireless sensor networks, and cellular networks

[128].

3.2.2 Signal model

• All radio links experience path-loss, and the power law path loss model (log-distance path

loss model) [3] is assumed. Accordingly, the received power at a distance r from the

transmitter may be expressed as Pr = Pr−α, where α is the path-loss exponent, and the

constant P = P0r
α
0 is termed the power level. The path-loss exponent varies between 1.6

(same floor in office buildings) to 6.5 (built up areas) [3]. To complete this model, P0 is

the received power at a reference distance of r0. Typically, r0 varies from 1 m ( pico cells

) to 1 km (macro cells). For a given r0, the received power P0 depends on the frequency,

antenna heights, buildings and other factors.
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• Small-scale fading is modeled by the Rayleigh model, for which the PDF of the i-th channel

power gain is Exponential and is given by (2.4).

The interference from φt,i, Ii can thus be written as [37]

Ii = Pi|hi|2r−αi , (3.3)

where ri and Pi are respectively the distance from the PU-receiver and the power of φt,i. The

aggregate interference I is [37]

I =
N∑
i=1

Ii, (3.4)

where N is the number of SU-transmitters.

3.2.3 Power control and association model

The following receiver association schemes are considered for cognitive nodes:

• Nearest association: a transmitter thus is connected with its nearest receiver (denoted as

φr,1\i). The benefits are: (1) instantaneous channel state information (CSI) is not required,

(2) the highest received power averaged over small scale fading is achieved, and (3) the

distance to the nearest receiver may be found readily.

• Nearest-M association: a transmitter thus selects a neighbor within its M closest neigh-

bors. Of course, M = 1 is the above case. The transmitter successively checks the avail-

ability of a receiver, starting from the closest node to the farthest one in the set. Such an

association rule comes into the fray when closer receivers are unavailable, and is thus a

generalization of the enarest association scheme.

• Best received power association: a transmitter is associated with the receiver having the

highest received power. We will denote this receiver as φr,p\i. The receiver thus may or

may not be the nearest. Such schemes require the use of periodic pilot/beacon signals from

the receivers to obtain CSI [129]. These schemes are thus more complex than the nearest

association schemes.
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For each of the above association techniques, we assume that a receiver may be associated

with more than one transmitter at a given time1. Moreover, although there will be certain corre-

lations in the transmit power of different transmitters, the impact of ignoring such correlations is

minor as shown in simulations of Section V.

For each of the above schemes, we consider several power control methods at the transmitter.

All the power control schemes can be summed up by the following equation for the transmit

power (Pi):

Pi =

 Psr
α(|h|2)µ , Psrα(|h|2)µ < Pc

0 , otherwise
. (3.5)

In this equation, |h|2 and r are the channel gain due to small scale fading and distance between

the SU-transmitter and the associated receiver, Ps is the required average received power at the

SU-receiver, Pc is the cut-off power level, and µ ∈ {0,−1}. While it is possible to transmit at

Pc when the required transmit power exceeds Pc, we will not consider this scenario within this

chapter. However, such a power control scheme is introduced in Chapter 6.

The individual power control methods are as follows:

• Path loss inversion: this negates the attenuation due to path loss and ensures a constant

received power regardless of the distance. Distance information between the transmitter

and the associated receiver is needed for this to be effective. (µ = 0, Pc =∞)

• Channel inversion: With channel inversion, the whole channel gain (path loss and small

scale fading) is inverted. However, CSI of the transmitter-receiver channel is essential.

• Constant cut-off power level: Pi < Pc where Pc is fixed.

• Location dependent cut-off power level: Pc is a function of the CR transmitter location.

The premise of this is similar to a constant cut-off power level except for the fact that

the cut-off power level varies by location. The interference from a cognitive node on the

PU-receiver depends greatly on its distance from the PU-receiver. Thus, a constant cut-off

power threshold disadvantages cognitive nodes which are far away. In this scheme, the

cut-off power level may vary with its distance to the PU-receiver.

1The secondary network may employ multiple access techniques within the given frequency block, but a detailed
discussion is out of the scope.
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• Iteratively changing cut-off power: Feedback information about the interference at the

primary user is used to iteratively change the cut-off power level to balance PU-receiver

outage and cognitive transmitter cut-off probability.

• Constant powered transmission with self deactivation: Each transmitter employs a constant

power to transmit. Before a transmission occurs, the transmitter estimates the received

power level at the associated receiver, and if this falls below the required threshold, the

transmission is aborted. This method also requires CSI.

Moreover, we also investigate transmission restrictions based on distances to other SU-receivers

where, a SU-transmitter will refrain from transmitting if desired SU-receivers do not exist within

an association region. The existence of SU-receivers within the association region can be found

out using GPS information disseminated through a centralized control center.

Transmission restrictions may also be enforced based on distances to other transmitters to

limit cognitive outages occurring due to mutual interference. If a SU-transmitter detects that

another user is occupying the spectrum within a certain region around it (contention region), it

will refrain from transmitting. Otherwise, it may transmit depending on other factors such as

receiver availability, cut-off thresholds, etc. Such methods are similar to CSMA/CA employed

in IEEE 802.11 [38]. The transmitting cognitive nodes follow a Matern-hardcore point process

which may be analyzed based on the techniques adopted in [38], [67], [130]. However, the

discussion of such schemes is out of the scope.

3.3 Interference analysis

This section derives the MGF and mean of I under several transmission schemes for cognitive

nodes, where I is the aggregate interference (3.4).

The MGF of the aggregate interference is defined asMI(s) = E[e−sI ] [37], [117]. LetMIi(s)

define the MGF of Ii. Because of the independence, the MGF givenN transmitters can be written

as MI/N(s) = (MIi(s))
N . Averaging with respect to the Poisson model (2.14) yields [37], [88]

MI(s) = eλtAt(MIi
(s)−1). (3.6)

Our objective now is to find MIi(s) under the following schemes.
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3.3.1 Nearest association

Four nearest association based transmit power control schemes are developed next.

Scheme 1 (Nearest association and path loss inversion)

The transmitter connects to the nearest receiver (φr,1\i), and transmits at a power level sufficient

to ensure a constant received power when averaged over small scale fading. This scheme is used

extensively in the CDMA uplink to compensate the near-far problem [76], where all transmitters

adjust their power such that the received power at the base station from each of them is the same.

Suppose Ps is the average received power1 ensured, and rc is the distance to the nearest

receiver from φt,i. Let |gi|2 be the channel gain from φt,i to its associated receiver. We need

Ps = E|gi|2 [Pi|gi|2r−αc ]. Therefore, the transmit power level of φt,i, Pi = Psr
α
c . Substituting Pi in

(3.3), it is possible to write MIi(s) as [88]

MIi(s) = E|hi|2,ri,rc [e
−sIi ]

= Erc [Eri [E|hi|2 [e−sPsr
α
c r
−α
i |hi|

2

]]], (3.7)

due to the independence of |hi|2, rc, and ri.

To evaluate (3.7), we use a series summation based approach utilizing the fact that (1+x)−1 =∑∞
k=0(−x)k when |x| < 1. MIi(s) can thus be written as

MIi(s) =

∫ ∞
0

∫ Re

Rg

∞∑
t=0

(−sPsrαc r−αi )tfri(ri)frc(rc)dridrc. (3.8)

Averaging (3.8) with respect to ri and rc gives us

MIi(s) =
2π

At

∞∑
t=0

(πλr)
−αt

2 (−sPs)t
(
R2−αt
e −R2−αt

g

2− αt

)
Γ(
αt

2
+ 1), α > 2. (3.9)

From MIi(s), we can find the moments of the aggregate interference readily. For example,

the mean aggregate interference E[I] = λtAtE[Ii], where E[Ii] = − d
ds
MIi(s)|s=0. Therefore,

1The average received power will be the receiver sensitivity plus an appropriate fade margin.
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E[I] is found to be

E[I] = 2πλtPs(πλr)
−α

2

(
R2−α
e −R2−α

g

2− α

)
Γ(
α

2
+ 1), α 6= 2. (3.10)

This shows us that the mean interference increases linearly with the receiver sensitivity. More-

over, the interference decreases exponentially with the CR receiver density. When α → 2, E[I]

can be obtained after applying the L’Hospital’s rule to (3.10) as

E[I]|α→2 =
4πλtPs
πλr

(log (Re)− log (Rg)). (3.11)

Scheme 2 (Nearest association and path loss inversion with a cut-off power level)

In Scheme 1, the cognitive transmit power can go arbitrarily high. When that happens, the re-

sulting interference is unconstrained. This situation can be avoided by enforcing a cut-off power

level [38]. Thus, Scheme 2 enforces an added constraint of a cut-off power level Pc, and if a

cognitive node needs more power than Pc, it will abort transmission.

Now, the interference from the φt,i (3.3) becomes Ii = QiPi|hi|2r−αi , whereQi = Bernoulli(qi)

with qi = Pr[Pi < Pc] = Pr[Psr
α
c < Pc] = 1− e−πλr(

Pc
Ps

)
2
α

. We can now write

MIi(s) = 1− qi +
2π2λr
At

∫ (PcPs )
1
α

0

rce
−πλrr2

c
(
(V(Rg)−1)R2

g−(V(Re)−1)R2
e

)
drc, (3.12)

with V(x) = 2F1

(
1, 2

α
; 1 + 2

α
,− xα

sPsrαc

)
. As performed in Scheme 1, we can use a series expan-

sion, and average MIi(s) to get a closed-form solution. It thus becomes

MIi(s) = 1− qi + qi

∞∑
t=0

(−sPs)t
(

2π

At

∫ Re

Rg

r1−αt
i dri

)2πλr
qi

∫ (PcPs )
1
α

0

r1+αt
c e−πλrr

2
cdrc


= e−πλr(

Pc
Ps

)
2
α

+
2π

At

∞∑
t=0

(
− sPs

π
α
2 λ

α
2
r

)t(
R2−αt
e −R2−αt

g

2− αt

)

×

(
Γ

(
αt

2
+ 1

)
− Γ

(
αt

2
+ 1, πλr

(
Pc
Ps

) 2
α

))
, α > 2. (3.13)
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Similar to Scheme 1, we can obtain E[I] as

E[I] = 2πλtPs(πλr)
−α

2

(
R2−α
e −R2−α

g

2− α

)
×

(
Γ
(α

2
+ 1
)
− Γ

(
α

2
+ 1, πλr

(
Pc
Ps

) 2
α

))
, α 6= 2. (3.14)

Scheme 3 (Nearest-M association and path loss inversion with a cut-off power level)

Schemes 1 and 2 assume the nearest receiver is always available for reception, which however

may not be ready at a given time. Scheme 3 allows a transmitter to scan up to the M -th nearest

receiver (φr,M\i) whenever necessary [114]. To analyze this scheme, we denote the probability

that a receiver is available with βr, and this probability is constant for all receivers. Moreover,

the availabilities of receivers are mutually independent events.

In this scheme, each transmitter node attempts to connect to the nearest receiver. However, if

this fails, a connection is attempted with the next nearest and so on till M nearest receivers are

scanned, or the transmission attempt is aborted. If a successful association is made, a constant

averaged received power of Ps to that receiver must be guaranteed. However, if this guarantee

makes the transmit power exceed Pc, the transmission does not take place.

The interference from φt,i (3.3) is expressed as Ii = WiPi|hi|2r−αi . Wi is a Bernoulli random

variable similar to Qi of Scheme 2 with a success probability (probability of transmission) of wi.

This probability depends on the availability of a receiver βr, the number of nearest receivers a

transmitter is allowed an association attemptM , and the cut-off power level Pc. Thus, the success

probability wi can be written as [131]

wi = βr

M∑
k=1

(1− βr)k−1pk, (3.15)

where pk is the probability that the transmit power of a transmitter associated with φr,k\i is be-

low the cut-off level Pc. This probability is thus written as pk = Pr[Psr
α
c,k < Pc]. Using the
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distribution of rc,k (3.2), pk is found to be [131]

pk = 1−
Γ

(
k, πλr

(
Pc
Ps

) 2
α

)
(k − 1)!

. (3.16)

Now, the simplified MGF of the interference from φt,i (MIi(s)) can be obtained in a similar

way to Scheme 2 using the series summation based approach as

MIi(s) =1− βr
M∑
k=1

(1− βr)k−1

1−
Γ

(
k, πλr

(
Pc
Ps

) 2
α

)
(k − 1)!


+

2π

At

∞∑
t=0

(− sPs

π
α
2 λ

α
2
r

)t
(
R2−αt
e −R2−αt

g

2− αt

) M∑
k=1

βr(1− βr)k−1

(k − 1)!

×

(
Γ

(
αt

2
+ k

)
− Γ

(
αt

2
+ k, πλr

(
Pc
Ps

) 2
α

)
, α > 2. (3.17)

E[I] can be obtained as

E[I] = 2πλtPs(πλr)
−α

2

(
R2−α
e −R2−α

g

2− α

) M∑
k=1

βr(1− βr)k−1

(k − 1)!

×

(
Γ
(α

2
+ k
)
− Γ

(
α

2
+ k, πλr

(
Pc
Ps

) 2
α

))
, α 6= 2. (3.18)

Scheme 4 (Nearest association and path loss inversion with a location dependent cut-off

power level)

In schemes 2 and 3, the cut-off transmit power Pc is a constant. We will now consider the case

where Pc depends on ri and α, and has the form Pc = PIr
α
i for φt,i, where PI is a constant

threshold value. The distance to the primary receiver (ri) can be obtained through periodic ac-

knowledgement signals from it [40].

The probability of Pi < Pc (qi) would thus be 1 − e
−πλrr2

i

(
PI
Ps

) 2
α

. By employing a similar
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method to the derivation of MIi(s) in Scheme 2, we can write MIi(s) for Scheme 3 as

MIi(s) = Eri

[
e
−πλrr2

i

(
PI
Ps

) 2
α

+
∞∑
t=0

(
− sPs

π
α
2 λ

α
2
r

)t

r−αti

×

(
Γ

(
αt

2
+ 1

)
− Γ

(
αt

2
+ 1, πλrr

2
i

(
PI
Ps

) 2
α

))]
. (3.19)

After performing the expectation, MIi(s) can be expressed as

MIi(s) =
2π

At

(
e
−πλr

(
PI
Ps

) 2
α
R2
g − e−πλr

(
PI
Ps

) 2
α
R2
e

2πλr

(
PI
Ps

) 2
α

+
∞∑
t=0

(
− sPs

π
α
2 λ

α
2
r

)t

×
((

R2−αt
e −R2−αt

g

2− αt

)
Γ

(
αt

2
+

)
− (W(Re, t)W(Rg, t))

))
, α > 2, (3.20)

whereW(x, t) is given by

W(x, t) =
e
−πλrx2

(
PI
Ps

) 2
α

αt− 2

(
(πλr)

αt
2
−1

(
PI
Ps

)t− 2
α

(
πλrx

2

(
PI
Ps

) 2
α

+ 1

)

−x2−αte
πλrx2

(
PI
Ps

) 2
α

Γ

(
αt

2
+ 1, πλrx

2

(
PI
Ps

) 2
α

))
. (3.21)

The mean of the aggregate interference is found in a similar manner to the above schemes as

E[I] =
2πλtPs

π
α
2 λ

α
2
r

((
R2−α
e −R2−α

g

2− α

)
Γ
(α

2
+ 1
)
− (W(Re, 1)−W(Rg, 1))

)
, α 6= 2.(3.22)

Moreover, the average probability of a cognitive transmitter node being allowed to transmit is

obtained using the cut-off probability as

qi = 1− 2π

At

e−πλr
(
PI
Ps

) 2
α
R2
g − e−πλr

(
PI
Ps

) 2
α
R2
e

2πλr

(
PI
Ps

) 2
α

 (3.23)
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3.3.2 Best-received-power association

This subsection develops and analyzes transmission schemes based on highest received power

association.

Scheme 5 (Best received power association and channel inversion with a cut-off power level)

In this scheme, a transmitter first selects the receiver φr,p\i with the highest instantaneous received

power, and inverts the channel gain. However, this process needs the CSI and the link distance,

which the transmitter utilizes to ensure an average received power of Ps at the selected receiver.

However, if the required transmit power exceeds the cut-off Pc, the transmission attempt would

be aborted. The major advantage of this scheme over Scheme 2 employing nearest association

and path loss inversion is that it guarantees the lowest required transmit power for any given Ps.

However, the analysis is complicated because of the need for the probability distribution of

the distance to the receiver having the highest instantaneous received power. Similar to Scheme

2, the interference from φt,i (3.3) is written as Ii = BiPi|hi|2r−αi . The parameter Bi is defined

similar to Qi as Bi = Bernoulli(bi), where bi = Pr[Pi < Pc].

Any given CR transmitter sees CR receivers distributed as a homogeneous PPP with intensity

λr in R2. We first show that the received power from a homogeneous PPP with intensity λr, path

loss exponent α and Rayleigh fading is equivalent to that generated by a non-homogeneous PPP

with a path loss exponent of 1, no fading, and having an intensity of λr,3. Here, λr,3 is expressed

as

λr,3(r) =
2π

α
λrr

2
α
−1Γ(

2

α
+ 1), 0 < r <∞. (3.24)

Proof: The intensity function of a PPP in R2 can be transformed from (x, y) coordinates to

polar coordinates (r, θ) by using the Mapping theorem [73] (This is used to convert the 2-D PPP

to a 1-D PPP) For a homogeneous PPP of intensity λ, the intensity function in polar coordinates

is given by

λ∗(r, θ) = λ r, 0 < r <∞, 0 < θ < 2π. (3.25)

The received power from an interfering node does not depends on its angular position but on its

distance to the receiver. Therefore, the PPP on R2 is mapped onto the positive real axis while

preserving the distance distribution. Using the Mapping theorem, it can be shown that the mapped
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points on the positive real axis form a PPP. The intensity of the this PPP λr,1(r) can be obtained

by integrating out θ [73]. Therefore,

λr,1(r) =

∫ 2π

0

λ rdθ = 2πλr, 0 < r <∞. (3.26)

The received power at a receiver from a cognitive transmitter is given by Pir
−α
p |hi|2. In the

following step, we use the Mapping theorem to obtain a new PPP which generates a received

power identical to what is generated by the above PPP with intensity λr,1, but with a path loss

exponent of 1. The intensity function of the new PPP λr,2(r) can be derived as follows: Consider

the mapping function f(r) = rα. In the mapping process, points in the line segment (r, r + ∆r)

in the new PPP are from the (r−α, (r + ∆r)−α) line segment of the PPP with intensity λr,1(r).

The number of points in the line segment (r, r + ∆r) of the new PPP can be written as [132]

N [r, r + ∆r] =

∫ (r+∆r)−α

r−α
λr,1(r)dr. (3.27)

Using the change of variable t = rα,

N [r, r + ∆r] =

∫ r+∆r

r

λr,1

(
1

t

)
t

1
α
−1

α
dt. (3.28)

Therefore, according to the Mapping theorem [73] the intensity of the new PPP is given by [132]

λr,2(r) = λr,1

(
1

r

)
r

1
α
−1

α
, 0 < r <∞

=
2πλrr

2
α
−1

α
, 0 < r <∞. (3.29)

In the following step, we use the product space representation, the Marking theorem [73, Sec.

5.2], and the Mapping theorem to obtain a new PPP which generates the identical received power,

but with a path loss exponent of 1 and no fading. The intensity function of the new PPP λr,3(r)

can be derived as [132]

λr,3(r) = E|h|2
[
|h|2λr,2(r|h|2)

]
, 0 < r <∞. (3.30)
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For Rayleigh fading channels (3.30) can be written as

λr,3(r) =
2π

α
λrr

2
α
−1E|hi|2 [(|hi|2)

2
α ], 0 < r <∞.

=
2π

α
λrr

2
α
−1Γ

(
2

α
+ 1

)
, 0 < r <∞. (3.31)

Note that the limits of r do not change because the SU-receivers are distributed in a 2-D field.

This would not be the case otherwise.

Now, under this new PPP, the effects of the path loss exponent and fading have been normal-

ized. The neighbor with the lowest distance metric of the new PPP (note that this metric is not

the distance in its true sense) would be the receiver having the highest received power. Thus, the

CDF of the distance to the receiver having the highest received power can easily be found using

the void probability. Let rp be the distance from a transmitter to the receiver having the highest

received power. Then,

Frp(x) = 1− Pr[zero nodes in a line segment of length x].

Using (2.14), Fr(x) is found as

Frp(x)=1−e−
∫ x
0 λr,3dr=1−e−πλrΓ( 2

α
+1)x

2
α, 0<x<∞. (3.32)

The PDF of this distribution frp becomes

frp(x) =
2π

α
λrΓ(

2

α
+ 1)x

2
α
−1e−πλrΓ( 2

α
+1)x

2
α , 0 < x <∞. (3.33)

Now, we return to our original objective of deriving the MGF of the interference from φt,i

(MIi(s)). In order to ensure a constant receiver power of Ps, the transmitter transmits at a power

of Psrp (note that the path loss and fading are not present in the equation, but rather is included

within rp). Then,

bi = Pr[Psrp < Pc] = 1− e−πλrΓ( 2
α

+1)(PcPs )
2
α

.
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We now write MIi(s) as

MIi(s) = 1− bi +
π

At

∫ (PcPs )

0

(
(U(Rg)−1)R2

g−(U(Re)−1)R2
e

)
frp(rp)drp, (3.34)

where U(x) = 2F1

(
1, 2

α
; 1 + 2

α
,− xα

sPsrp

)
. A final expression for MIi(s) is obtained as

MIi(s) = e−πλrΓ( 2
α

+1)(PcPs )
2
α

+
2π

At

∞∑
t=0

(
− sPs

(πλrΓ( 2
α

+ 1))
α
2

)t(
R2−αt
e −R2−αt

g

2− αt

)

×

(
Γ

(
αt

2
+ 1

)
− Γ

(
αt

2
+ 1, πλrΓ(

2

α
+ 1)

(
Pc
Ps

) 2
α

))
, α > 2. (3.35)

The average aggregate interference E[I] is derived as

E[I] = 2πλtPs

(
πλrΓ(

2

α
+ 1)

)−α
2
(
R2−α
e −R2−α

g

2− α

)
×

(
Γ
(α

2
+ 1
)
− Γ

(
α

2
+ 1, πλrΓ(

2

α
+ 1)

(
Pc
Ps

) 2
α

))
, α 6= 2. (3.36)

It should be noted that this scheme can be generalized where each receiver has a probability

of not being available (βr), and a transmitter attempts to connect to the M receivers providing the

best received power. This generalization could be done similar to Scheme 3.

Scheme 6 (Best received power association and constant transmit power with self deactiva-

tion based on estimated cognitive receiver received power)

This scheme selects φr,p\i to associate, but avoids transmitter side power control. Instead, a

constant power level of PT (≤ Pc) is utilized provided the received power of a cognitive receiver

does not to fall below the required threshold of Ps. Otherwise, transmission is aborted.

The interference from φt,i (3.3) can be written as Ii = ViPT |hi|2r−αi , where Vi = Bernoulli(vi)

with vi = Pr[Prec > Ps]. Prec is the received power at the receiver having the best instantaneous

received power. In order to find vi, we will employ the result (3.33) in Scheme 4 obtained using

PPP mapping. As such, Prec is written as Prec = PT r
−1
p . Then,

vi = Pr[PT r
−1
p > Ps] = 1− e−πλrΓ( 2

α
+1)

(
PT
Ps

) 2
α

.
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The interference from a single transmitter MIi(s) can be written as

MIi(s) = 1− vi +
viπ

At

(
(Y(Rg)− 1)R2

g − (Y(Re)− 1)R2
e

)
, (3.37)

where Y(x) = 2F1

(
1, 2

α
; 1 + 2

α
,− xα

sPT

)
. An expression for MIi(s) can also be derived from the

series summation based approach as

MIi(s) = e
−πλrΓ( 2

α
+1)

(
PT
Ps

) 2
α

+

(
1− e−πλrΓ( 2

α
+1)

(
PT
Ps

) 2
α

)

×
∞∑
t=0

(−sPT )t
2π

At

(
R2−αt
e −R2−αt

g

2− αt

)
, α>2. (3.38)

The average aggregate interference thus becomes

E[I] = 2πλtPT

(
1− e−πλrΓ( 2

α
+1)

(
PT
Ps

) 2
α

)(
R2−α
e −R2−α

g

2− α

)
, α 6= 2. (3.39)

Similar to Scheme 3, a generalization is also possible for this scheme.

3.3.3 Transmission restrictions based on node locations

We now develop a scheme based on restricting transmissions of a secondary transmitter node

based on other secondary node locations, where the scheme considers the distance to receivers.

However, many other variants can be introduced by combining the schemes mentioned before.

Scheme 7 (Nearest-M association and path loss inversion with a maximum association ra-

dius)

An area of radius dCRR around each cognitive transmitter is considered as the association region.

The association region radius would be initially set as a system parameter taking into account the

interference constraints of the primary receiver. Moreover, there would be no cut-off power level

(Pc).

A secondary transmitter checks the presence of any receivers within the association region,

and may transmit if there are one or more receivers. If there are, it would select the nearest

receiver. If that receiver is available (with a probability of βr), transmission is made. The transmit

power is adjusted to ensure a constant average received power (Ps). However, this receiver may
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not be available (with a probability of 1 − βr). Then, the cognitive transmitter checks whether

there are more receivers within the association region. If so, the second nearest one is selected,

and an association is made if that receiver is available. This process continues for T times where

T = min (()M, number of receivers).

Let the interference from φt,i be Ii = SiPi|hi|2r−αi , where Si = Bernoulli(si) with

si = βr

M∑
k=1

(1− βr)k−1(1−
k−1∑
i=0

ρi).

The parameter ρk−1 denotes the probability that there are exactly k − 1 nodes within the asso-

ciation region given by ρk−1 =
(λrπd2

CRR)k−1

(k−1)!
e−λrπd

2
CRR , k = 1, 2, . . .M . Using this, si can be

simplified as

si = βr

M∑
k=1

(1− βr)k−1

(
1− Γ (k, πλrd

2
CRR)

(k − 1)!

)
.

We see that the expression for si is analogous to the expression for wi obtained in Scheme 3, with

dCRR replacing
(
Pc
Ps

) 1
α

. This observation is logically consistent because an association region

would bar transmissions to receivers farther than a certain distance. This is effectively enforcing

a cut-off power level in a different way. Equations for MIi(s) and E[I] would thus be similar to

Scheme 3, with dCRR instead
(
Pc
Ps

) 1
α

.

This scheme is analogous to Scheme 2 (Nearest association and path loss inversion with a

cut-off power level).

3.3.4 Iterative schemes

Iterative schemes utilize system feedback to reduce the primary outage and the probability of

cognitive transmitter cut-off. Furthermore, when the primary outage is significantly low, there is

room for either more SU-transmitters or for the existing SU-transmitters to be allowed to transmit

at a higher power. Iterative power control schemes are suitable in this context. Considering per-

user power control schemes, the best system parameter to change according to primary system

requirements is the cut-off power level Pc. The value for Pc may be calculated and dissemi-

nated by a central controller for the cognitive system, or generated by each cognitive transmitter

individually.
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As the cognitive users are scavenging spectrum from the primary system, the primary sys-

tem’s performance becomes the first priority. Therefore, only while the target for the primary

receiver’s performance is met, can the cognitive network’s performance be increased. With this

principle, the proposed iterative scheme is explained in the next paragraph.

We must ensure that the PU-receiver outage is less than a predetermined level POUT,max.

However, while this requirement is fulfilled, the cognitive transmitter availability can be increased

by increasing the cut-off power level Pc in small steps. This process happens iteratively till

Pc is increased by the maximum amount while still keeping the PU-receiver outage below the

threshold. Conversely, when the PU-receiver outage is above POUT,max, Pc is reduced iteratively.

The initial value for Pc can be any reasonable value. Once the final Pc has been decided through

the iterations, the SU-transmitters can employ a power control scheme mentioned in the previous

sections. Moreover, even after a suitable value for Pc is established, the iteration process should

be repeated every T seconds as channel conditions may have changed.

It should be noted that for an iterative scheme to work, there should be co-ordination between

the primary and CR networks. Moreover, additional resources are required for the feedback of

information resulting in a more complex system.

3.4 Primary receiver outage analysis

We will derive the CDF of the signal to interference and noise ratio (SINR) of the PU-receiver in

this section. A simple variable substitution of the CDF gives the outage probability.

The primary transmitter is located at a distance R from the primary receiver (Fig. 3.1), and

has a power level of Pp. The primary signals are also assumed to undergo Rayleigh fading and

path-loss. Therefore, the received power (PR) at the primary receiver can be written as [37], [88]

PR = PpR
−α|h|2, (3.40)

where |h|2 is the channel power gain. For a Rayleigh fading environment, |h|2 is exponentially

distributed. Let σ2
n denote the noise variance. The, SINR γ can be written as γ = PpR−α|h|2

I+σ2
n

. It is

possible to obtain the CDF of the SINR as below [117].

Fγ(x) = Pr[γ ≤ x].
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We can write

Fγ/I(x) = Pr

[
PpR

−α|h|2

I + σ2
n

≤ x

]
= Pr

[
|h|2 ≤ x(I + σ2

n)

PpR−α

]
= 1− e

(
−x(I+σ2

n)

PpR−α

)
.

After averaging with respect to I , we obtain

Fγ(x) = 1− e
(
− xσ2

n
PpR−α

)
EI

[
e
−I
(

x
PpR−α

)]

= 1− e
(
− xσ2

n
PpR−α

)
MI

(
x

PpR−α

)
,

Substituting the required threshold SINR (γth) for x yields the outage.

3.4.1 Primary transmitters form a PPP

The outage (3.41) was derived for a single primary transmitter at a fixed distance from the PU-

receiver. However, in practice, there will be multiple primary transmitters which can be modeled

as a PPP. We then extend the outage result (3.41) to this scenario. In this case, all transmitters

other than the one associated with the receiver will cause interference.

When the primary transmitters form a PPP in R2, we assume that the PU-receiver is associated

to the nearest primary transmitter. The transmitter will be employing a power control scheme to

ensure a constant average received power at the PU-receiver (Pc,PR). Therefore, the received

power at the PU-receiver (PR) becomes PR = Pc,PR|h|2. The SINR is written as γ =
Pc,PR|h|2
I+Ip+σ2

n
,

where Ip is the aggregate interference from other primary transmitters. The CDF of the SINR is

obtained as [117]

Fγ(x) = 1−e
(
− xσ2

n
Pc,PR

)
MI

(
x

Pc,PR

)
MIp

(
x

Pc,PR

)
. (3.41)

Let the field of interfering primary transmitters (apart from the associated transmitter) be ψp. Al-

though each receiver is connected to the closest transmitter, in the perspective of the transmitter,

the receiver may not be the one closest to it. Contrary to a cognitive network, the receivers would

be the entities initiating a request in the primary network (note that the primary network would
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be fundamentally different from the cognitive network). Moreover, as the downlink is consid-

ered, the transmitter may be connected to multiple receivers employing different multiplexing

schemes. Therefore, the best option is to assume a fixed power level which will be the maximum

transmit power giving a worst case scenario. Let this power level be Pp,PT , the distance to the

closest primary transmitter rc,p, the distance from the PU-receiver to the j-th primary transmitter

beRj , and the density of the primary transmitters be λp. Then, Ip =
∑

j∈ψp Pp,PT |hj|
2R−αj [117].

Using the Campbell’s theorem [73], MIp(s) is written as [117]

MIp(s) = e

(∫∞
rc,p

E

[
e
−sPp,PT |hj |

2R−α
j −1

]
2πλpRjdRj

)

= e
Erc,p

 2πλpsPp,PT r
2−α
c,p 2F1

(
1,1− 2

α ;2− 2
α ,−

sPp,
rαc,p

)
2−α


, α 6= 2, (3.42)

where the result holds for α > 2. The distribution of rc,p follows equation (3.2) with λp instead

of λr, and the expectation can be computed numerically.

3.5 Numerical results

This section provides numerical examples for the outage probability, mean aggregate interfer-

ence, and the cognitive cut-off probability. We will use the parameters Rg = 20, Re = 100,

R = 30, and γth = 1. To highlight the effects of interference, the additive noise variance σ2
n is

set to 0. Moreover, for comparison purposes, we will use the value for Pc for the transmit power

of Scheme 6 (PT ).

3.5.1 Nearest association and highest-received-power association: impact of primary trans-

mit power

We will first investigate the impact of the primary transmit power Pp on the primary outage for

the different power control and receiver association schemes.

Fig. 3.2 plots the PU-receiver outage as a function of primary transmit power level Pp for

Scheme 4. The theoretical results match perfectly with the simulation. The outage reduces with

respect to Pp as expected. We see that the primary outage depends inversely with PI . However,

with regards to α, the performance diminishes with its increase. Although we would expect that a

higher α would attenuate the interfering cognitive signals, it also means that the received primary

power level is also low. Moreover, when α is high, the transmit power of a cognitive transmitter
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would also increase to ensure a constant average cognitive receiver received power (Ps).
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Figure 3.2: Scheme 4: The PU-receiver outage probability vs the primary power level Pp for
different values of PI (dBm), and α. λt = 5× 10−3, Ps = −80 dBm, and λr = 2.5× 10−3.

The PU-receiver outage vs the primary transmit power level Pp for Schemes 1, 2, 5, and 6 are

plotted in Fig. 3.3. We observe that Scheme 1 results in the worst outage under the given system

parameters. Scheme 6 only provides a marginally better performance. Both Schemes 2 and 5

ensure a significantly lower PU-receiver outage. Although the plots for Schemes 2 and 5 overlap,

the PU-receiver outage for Scheme 5 is slightly lower. This is because although the individual

cognitive transmit powers for Scheme 5 may be higher than those of Scheme 2, SU-transmitters

of Scheme 5 are more likely to be cut-off from transmission (due to the cut-off power level Pc).

3.5.2 Nearest association and highest-received-power association: impact of cognitive sys-

tem thresholds

We will now investigate the effect of the cut-off power threshold Pc and the average received

power level of a cognitive receiver (Ps) on the primary outage, mean I on the primary receiver,

and the cognitive cut-off probability.
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Figure 3.3: Schemes 1, 2, 5, and 6: The outage probability vs the primary power level Pp.
λt = 5× 10−3, λr = 1× 10−3, Pc = −40 dBm, Ps = −80 dBm, and α = 3.

The primary outage probability under Scheme 2 is plotted over the cognitive transmitter cut-

off power threshold Pc in Fig. 3.4. Naturally, we would expect the outage to increase as Pc

increases. However, the outage increases initially, and then flattens out. This is because at higher

cut-off levels, almost all the cognitive transmit powers would fall below the threshold. Moreover,

the rate of outage increase before flattening out depends on the cognitive receiver density λr.

The cognitive transmitter density λt only introduces a shift to the curves, and does not affect the

shape.

Fig. 3.5 plots the mean aggregate interference power of the schemes with respect to the

average received power level of a cognitive receiver (Ps). Scheme 1 shows a constant increase

of the interference power with respect to Ps, and thus provides the highest interference at high

Ps. Scheme 6 has the highest mean aggregate interference at low Ps. The level keeps constant

initially as Ps rises, but starts to drop after a certain point due to SU-transmitters getting cut-off

from transmission. For Schemes 2, 4, and 5, there exists a maxima when the mean interference

is at its highest. For these schemes, when the average received cognitive receiver power is low,
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Figure 3.4: Scheme 2: The PU-receiver outage probability vs the cut-off threshold Pc for different
values of λt, and λr. α = 3, Pp = 0 dBm, and Ps = −80 dBm.
the transmit powers of the SU-transmitters are low, and thus results in a low interference. When

Ps increases, the cognitive transmit powers would increase, and in turn the interference would

increase. However, as Ps increases even further, the number of SU-transmitters getting cut-off

due to having a transmit power greater than the cut-off level Pc would increase. Therefore, this

reduction in transmitting cognitive nodes leads to a lower aggregate interference, and thus the

maxima occurs. The value of Ps when the maxima occurs is dependent on several factors, and

can be obtained through differentiation by using the derived equations for E[I]. Moreover, as

Ps increases, Scheme 4 can generate a slightly higher mean aggregate interference to the PU-

receiver compared to Schemes 2 and 5, whereas the opposite is true for lower Ps. Again, the

curves for Schemes 2 and 5 are almost the same. However, Scheme 2 has a slightly higher

aggregate interference at higher Ps.

It is important to gain an understanding on the impact of different power control schemes on

the cognitive system. Fig. 3.6 plots the probability that a cognitive transmitter is cut-off from

transmission with respect to the average received cognitive receiver power Ps, for Schemes 2 and
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Figure 3.5: Schemes 1, 2, 4, 5, and 6: The mean aggregate interference vs the average received
cognitive power Ps under different Pc (dBm) and PI (dBm). α = 3, λt = 5 × 10−3, and
λr = 2.5× 10−3.
5. For Scheme 1, this probability is 0, and for Scheme 6, this probability is same as Scheme 5 (we

are using the value for Pc in PT ). For a high cognitive receiver density λr, the curves show a sharp

drop-off under higher Pc when Ps is low. The cut-off probability for Scheme 2 is always lower

than Scheme 5. In Fig. (3.5) and (3.3), it was observed that the mean interference and the primary

outage were slightly lower for Scheme 5. Thus, a trade-off exists in the primary and cognitive

performance. The curves for Scheme 4 would behave in a similar manner for appropriate values

for PI instead of Pc. To conclude, a high cognitive receiver density, a low average received

cognitive receiver power Ps, and a higher value for the threshold Pc reduce the probability that a

cognitive transmitter is cut-off from transmitting.

3.5.3 Nearest-M association

We will now investigate the performance of Scheme 3, where the transmitter can attempt to con-

nect with the M nearest receivers. Fig. (3.7) plots the primary receiver outage vs the availability

of a cognitive receiver (βr). The base curve has parameters of M = 10, λr = 1 × 10−3, and
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Figure 3.6: Schemes 2 and 5: The average probability of a cognitive transmitter being cut-off
from transmission vs Ps for different λr and Pc (dBm). α = 3.
Ps = 1× 10−7, and subsequent curves are plotted after varying one parameter. The PU-receiver

outage for the base curve shows a gradual increase with βr. The cut-off power level prevents

transmissions to far away SU-receivers. Thus, transmissions are limited to receivers nearby, and

the probability of these increases with βr. The curve for M = 2 shows a similar trend. However,

the PU-receiver outage is slightly less because a cognitive transmitter only has the opportunity

to connect to a maximum of 2 receivers. The curves when λr increases and Ps decreases dif-

fer significantly from the base curve. In both of these curves, the outage increases initially, and

subsequently decreases. When Ps is lower and λr is higher, the cut-off power would have a

lower effect, and transmission is possible to receivers far away. As βr → 1, transmissions occur

mainly to close-by receivers, and the PU-receiver outage drops. It is interesting to note that when

M = 10, a lower Ps and a higher λr result in an increased outage.

The PU-receiver outage is plotted vs the cognitive transmitter cut-off power level Pc for

Scheme 3 in Fig. (3.8). The curves show an initial increase in outage before saturation. This

occurs because the required transmit power is lower than Pc most of the time. Thus, any further
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Figure 3.7: Scheme 3: Primary receiver outage probability vs the availability of a cognitive
receiver βr for different M , λr, and Ps (dBm). Pc = −30 dBm, α = 3, and λt = 0.001.
increase in Pc would have negligible effect. When the number of receivers a cognitive transmitter

attempts to connect (M ) increases, the PU-receiver outage increases because the probability of

associating with a receiver increases for each cognitive transmitter. However the amount of the

increase decreases with M . For low Pc, M has almost no affect because transmissions to far

away receivers is difficult.

3.5.4 Iterative scheme

Fig. (3.9) plots the probability that a cognitive transmitter is cut-off vs the target outage proba-

bility of the PU-receiver (POUT,max) while varying the cognitive transmitter receiver densities for

the iterative scheme. From this figure, it is possible to get an insight on the required densities of

the SU-transmitters and receivers to achieve a given performance target. If very low PU-receiver

outages are required (below −40dBm), it is not possible to use the given densities meaningfully.

In other words, the SU-transmitters would be cut-off most of the time they need to transmit. In-

tuitively, for a target POUT,max, the best cognitive transmitter performance is achieved when the
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Figure 3.8: Scheme 3: Primary receiver outage probability vs the cut-off power level Pc for
different M . α = 3, λt = 0.001, λr = 0.001, and Ps = −70 dBm.
cognitive transmitter density (λt) is low, and the cognitive receiver density λr is high. It should

also be noted that increasing λr provides better cognitive performance than decreasing λt.

3.6 Conclusion

This chapter has investigated the aggregate I from a random network of cognitive nodes which are

modeled as spatially distributed independent PPPs. Multiple power control, contention control,

and receiver association schemes were proposed. The MGF and mean of the aggregate I of

each scheme, and the PU-receiver outage probability were derived. This study provides the

following main insights. First, we find that the cognitive transmission/receiver thresholds and

the receiver density significantly impact the primary performance. Second, there is a trade-off

in the primary and cognitive network performances. Third, having CSI information provides

marginally better primary system performance while having a slightly poorer performance with

respect to the cognitive transmitter cut-off probability. Fourth, feedback information from the

primary system enables a higher cognitive system availability while guaranteeing a fixed primary
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Figure 3.9: Iterative Scheme: The probability that a cognitive transmitter is cut-off from trans-
mission vs the target outage probability of the PU-receiver (POUT,max). α = 3, Pp = −10 dBm,
and Ps = −80 dBm.
performance. Future research directions include considering random motion of cognitive nodes,

having multiple primary receivers, and estimating the cognitive network capacity.
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Chapter 4

Cooperative beacon sensing strategies for spatially

random cognitive users

4.1 Introduction

The cognitive interweave mode aims to allow opportunistic access to temporary unused space-

time-frequency slots (spectrum holes) [29]. However, secondary user (SU) devices must then

accurately detect active PU transmissions in real time via matched filtering, cylostationarity, en-

ergy, eigenvalues, beacons or other methods [2], [35], [36], [133].

Of these, PU beacon signaling where a dedicated out-of-band channel indicates spectrum

occupancy has the benefits of efficiency and simplicity [100], [103]–[105], [107], [134]. Grant or

denial beacons are simply out-of-band, on-off modulated electromagnetic waves [102], proposed

for IEEE 802.22.1 [106] and cognitive cellular systems [101], [102]. In this work, we focus on

the problem of detecting denial beacons of active PU nodes. Beacon missed detection, which

leads to interference on the PUs, occurs due to multipath fading, path loss, receiver uncertainty

and other factors [108], [109]. Thus, a classical solution is to exploit spatial diversity. We can

thus use multiple beacon measurements from spatially separated SUs and combine them into one

final decision. This is an instance of cooperative sensing, which can be based on OR, AND, or

majority rules [35], [135]. In this chapter, we will limit ourselves to the OR rule to determine the

presence of a denial beacon, which leads to conservative spectrum access attempts (i.e., ensuring

less interference but higher false alarm). The reduction in missed detection probability due to

cooperative beacon sensing (CBS) depends on the number of cooperating SUs and their locations

[136], which are random. Due to this spatial randomness, path loss, and fading, the expected
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performance improvements of CBS may be severely compromised. To characterize such issues,

a comprehensive analysis of the overall beacon missed detection probability (Pmd) is necessary.

4.1.1 Problem statement and contribution

In this chapter, we analyze the overall Pmd and false alarm probability (Pf ) of several CBS

methods as a function of how cooperating SUs are selected, local detection methods, spatial ran-

domness of primary and secondary nodes, channel fading, and the sharing of imperfect decisions.

Specifically, we address the following questions: 1) How does a SU device locally process one

or more beacons transmitted from multiple PU devices to mitigate the impact of fading and path

loss? 2) How do we select a set of SUs for cooperative spectrum sensing when the beacons are

sent by PU-receiver nodes or PU-transmitter nodes? What are the rules that specify a suitable

set of cooperating SUs? The cooperative sensing stage will be affected by the channel propaga-

tion characteristics and spatial randomness of the cooperating SUs. The availability of channel

state information (CSI) for the SU-to-SU channels affects the selection of best nodes to cooper-

ate with. Clearly, the cooperating set should be chosen to minimize Pmd, which will depend on

mutual distances and fading conditions. 3) What is the overall performance of CBS?

To investigate all these questions for coexisting cellular (primary) and cognitive networks, we

first ensure that the spatial randomness of nodes is fully accounted for. To this end, we use the

tools from spatial geometry to model the random locations of PU and SU nodes. Specifically,

we model PU-receiver nodes and SUs as Poisson Point Processes (PPPs) [73]. However, the

PU-transmitters are fixed at the centers of hexagonal cells. For realistic propagation modeling,

we incorporate both power-law path loss and Rayleigh fading. The beacon detection process of

a SU is consisted of two distinct stages: 1) local detection, and 2) cooperation. The sharing of

detection results is done via a control channel subject to fading and path-loss. Moreover, we

consider beacons sent by both PU-receivers and PU-transmitters. Our main contributions in this

chapter are as follows:

1. For stage one, we propose three local beacon processing schemes: 1) aggregating beacon

powers, 2) separately sensing multiple beacons, and 3) detecting the best average received

beacon signal (i.e. from the closest).

2. For stage two, we propose three cooperation schemes: 1) nearest scheme, 2) multiple-

random scheme, and 3) best received power scheme. For beacons emitted by PU-transmitters,
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we propose two additional schemes: 1) nearest SU to PU-transmitter scheme and 2) ran-

dom SU to PU-transmitter scheme.

3. For all these schemes, we derive Pmd and Pf from the OR rule fusion in order to character-

ize the performance improvement of CBS under different system parameters.

4. We derive the outage probability of a PU-receiver to characterize how its performance is

affected by interference due to beacon missed detection.

4.1.2 Prior research

We first review papers that do not focus on beacons signaling but perform general missed detec-

tion analysis and interference characterization for CR networks [134], [137]–[142]. For brevity,

we denote the aggregate interference by I . In [134], the distribution of I is characterized in terms

of sensitivity, transmit power, density of the SUs, the propagation characteristics, and coopera-

tive spectrum sensing. In [142], the theory of truncated stable distributions and power control

are studied for a CR network. Reference [137] analyzes the primary coverage probability under

missed detections and false alarms, and develops an approximation and bounds for the Laplace

transform of I . Statistics of I from a secondary network with an ALOHA based medium ac-

cess control, spectrum sensing, and power control is derived [138]. Moreover, [139] derives

the moment generating function of I for a spectrum sensing CR network, and a scheme is pro-

posed to maximize the transmission powers of multiple active SU transmitters while satisfying

I constraints. This scheme leads to significantly higher capacity. Reference [141] analyzes the

geometric region allowing CR transmission with the help of cooperative sensors, and finds that

the shape of this region is not circular. Furthermore, reference [143] develops models for bound-

ing interference levels by modeling SUs as a modified Matern process. Co-operating spectrum

sensing methods are analyzed over correlated shadow fading environments [140]. The spatial

throughput of a CR network is characterized for a two threshold based opportunistic spectrum

access protocol in [105].

Several works consider spectrum sensing using beacon detection and also cooperative spec-

trum sensing [86], [87], [103], [144]–[146]. Reference [103] analyzes capacity-outage proba-

bility of a PU due to interference from beacon missed detection. The emission of beacons by

PU-receiver nodes leads to higher capacity-outage performance. Furthermore, [144] considers

three levels of cooperation under beacon transmissions from the primary users. It is shown that
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cooperation is vital when the SU node density is high. Threshold based opportunistic spectrum

access methods are studied in [145] under PU-transmitter and receiver pilot signals and beacons,

and the spatial opportunity (probability that an arbitrary location is discovered as a spectrum hole)

is derived. Furthermore, [86], [87] study the resultant aggregate interference due to missed de-

tection in beacon based CR networks. Moreover, [146] studies the soft combination of spectrum

information shared by the cooperating nodes when for multiple beacon signalling, and derives

the optimal beacon sequence to reduce missed detection.

The differences among the aforementioned works and this chapter are now described. First,

spatial randomness of SUs is not considered in [103] and thus the spatial densities of the nodes

do not appear in their analysis. Second, the existence of multiple PU-receivers is not considered

[86], [87]. Third, the control channel for sharing the sensing result has been assumed perfect

[103], [144], [145]. In contrast, in this chapter we consider the effect of propagation impairments

(path loss and fading) on the quality of reception of control signals. Fourth, the availability of

channel state information (CSI) has not been considered for cooperating node selection [86],

[87], [103], [144]–[146]. However, we differentiate CBS strategies depending on the availability

of CSI. Fifth, no distinction is made between beacons emitted by PU-transmitters and those by

PU-receivers [86], [87]. In contrast, this chapter derives the interference statistics of the two

cases in detail. Sixth, the impact of spatial locations has not been considered [103], [144]–[146].

As such, our chapter strives to fill these gaps while investigating the missed detection probability

reduction of cooperative sensing.

4.2 System model

4.2.1 Spatial distribution

We consider coexisting primary and cognitive (secondary) networks. We assume the PU network

to use the same frequency block (the frequency reuse factor is 1). The area is divided into hexag-

onal cells with a PU-transmitter (e.g. base-station) at the center of each (Fig. 4.1), which serves

a set of spatially random PU-receivers within each cell. We refrain from using a random model

for the PU network to make our analysis more mathematically tractable. The cognitive network

which can be an ad-hoc network or a sensor network [147] utilizes primary spectrum holes to

transmit data. To facilitate analysis, we approximate the PU hexagonal cells with circular cells

having a radius of rcell (Fig. 4.1). The spatial randomness of SUs is also considered.
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Figure 4.1: PU-receiver node emit beacons. Squares, triangles, circles, and solid arrows re-
spectively denote the PU-transmitters, SUs, PU-receivers, and the beacon signals. Each cell is
hexagonal with a PU-transmitter at the center. PU-receivers and SUs are distributed randomly in
R2.

To model spatial randomness, we will make use of point processes. In this chapter, we model

PU-receivers and SU nodes as as two independent homogeneous PPPs Φp and Φs in R2 with spa-

tial densities λp and λs. We assume that the CSI of the PU-SU links are not available to individual

SUs. This assumption is reasonable and common [103] because of the general commercial and

regulatory pressures that push primary and secondary networks to operate independently. How-

ever, a SU may or may not know about the CSI of links between itself and other SUs. The degree

of availability of this CSI to SUs will impact the development of cooperative spectrum sensing

protocols.

In this work, mobility of wireless nodes is not analyzed for two reasons. First, some PU

nodes are fixed (e.g., base-stations, TV receivers and others). Second, even if the SUs move

randomly (e.g. random walk or the Brownian motion), a snapshot of at any specific time generates

a homogeneous PPP. Nevertheless, the impact of the mobility of nodes is a challenging, future

topic.

Furthermore, we assume that SUs are always ready to transmit data upon detecting a spectrum

hole and that all the PU-receivers are active. There is no loss of generality in these assumptions

since activity factors (≤ 1) can easily be incorporated using the Coloring Theorem [73]. That is,
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if nodes of a PPP Φ with intensity λ are marked independently, and pt is the probability of a node

receiving the t-th color, the set of t-th color nodes forms a PPP Φt with intensity ptλ. Thus, if a

PU-receiver is active with an activity factor of qp, the set of active PU-receivers follows a thinned

PPP with intensity qpλp. The same argument holds for the SUs.

4.2.2 Signal propagation

The propagation effects are characterized by independent Rayleigh fading and log-distance path

loss [3]. With small-scale Rayleigh fading, the channel power gain |h|2 has the Exponential PDF

(2.4). The log-distance path loss model in (2.11) is used. The path loss exponent is a function of

carrier frequency, terrain, obstructions, antenna heights and others. The typical values range from

2 to 8 (at around 1 GHz). Note however that because g(r) = r−α leads to analytical difficulties

when r < 1, we will also use g(r) = min(1, r−α).

Throughout the chapter, we assume that all SUs transmit at a fixed power level [37], [88],

[119]. Although SU power control methods are beyond the scope of this chapter, they can be

easily incorporated if needed [84].

4.2.3 Local detection

As mentioned before, beacon detection process at a SU is divided into 2 stages: the local detection

stage, and the cooperative stage. We assume the downlink transmission of the cellular network

with denial beacons where the PU devices (either PU-transmitters or PU-receivers [102], [107])

transmit a beacon signal. This beacon will have a set number of bits indicating that κ(κ ∈

(1 . . . K)) future time-slots will be occupied by the transmitting device. Moreover, the beacon

would uniquely identify the transmitting PU device, and would enable synchronization between

the primary and secondary network. Beacons from different primary transmitters and receivers

will use orthogonal narrow frequency bands, codes, or time slots. Furthermore, the beacon signal

is transmitted before channel access by the PU device. For example, in the case of PU-transmitter

beacons, the device sends the beacon signal before transmitting its data, while for PU-receiver

beacons, the beacon is emitted by all active devices before they begin receiving oncoming data.

PU-receivers, which are hand-held user devices, can rapidly drain their battery life when emit-

ting beacons. Remedially, beacon signals can be made shorter, their frequency can be reduced,

or their power can be reduced. All these options may unfortunately increase the missed detection

of beacons. On the other hand, when PU-transmitters emit beacons, such beacons can be used
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under high power levels [103].

PU-receiver beacons

Without the loss of generality, we assume that all PU-receivers are active and transmit beacons.

For this to work, we assume synchronization between the different PU-receivers. However, if

only a subset of the PU-receiver nodes are active, this can be easily incorporated using the Col-

oring Theorem [73]. Note that a SU may detect a beacon from a PU-receiver in another cell (Fig.

4.1). Thus, we suggest three local beacon detection schemes. These schemes are:

1. Aggregating all beacons in the range.

Each SU simply uses the aggregate beacon power received, which does not require it to

differentiate among the different PU-receiver beacons. The beacons in this case are simple

signals which do not need to be decoded. However, this is a conservative approach in

terms of opportunistic spectrum access because the aggregate beacon power may exceed

the sensing threshold even when nearby PU-receivers are inactive.

2. Sensing beacons separately and combining them via the OR rule.

A SU is assumed to differentiate the beacons emitted by various PU-receivers (e.g. each

one may use a different orthogonal code [148] or matched filtering may be used [145]).

Thus, each distinct beacon is uniquely sensed. The beacons in this instance have limited

information, and are thus not simple signals such as with the previous scheme. How-

ever, the implementation of a separate beacon sensing scheme has significant challenges.

As the spatial density of PU nodes increases, this schemes requires additional processing.

Moreover, longer codewords and thus longer beacons are needed to uniquely identify the

different PU-receivers. On a practical point of view, only the PU-receivers within a certain

radius from the SU may be considered for local detection instead of all the PU-receivers

within the geographical area. The separate sensing scheme is advantageous for SUs be-

cause it allows them to access the spectrum whenever a beacon signal from a PU is less

than the threshold. This is in contrast with the aggregate scheme where even if the indi-

vidual beacon powers are far less than the threshold, the aggregate can still be above the

threshold, barring a SU from accessing the spectrum.

3. Sensing the beacon from the closest PU-receiver only.
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The SU must find the closest PU-receiver perhaps by measuring the average received sig-

nal power [149]. Moreover, the SU must differentiate among the beacons from different

PU-receivers in order to achieve this. Thus, the beacons for this scheme also contain lim-

ited information. This scheme has the advantage of considerable less processing than the

separately sensing scheme after the closest PU-receiver has been established. Moreover,

it provides the best opportunities for a SU to access the spectrum among the three local

detection schemes. However, because only a single PU beacon is considered, there is a

high missed detection probability.

PU-transmitter beacons

We assume that all PU-transmitters become active at the same time. Each SU listens to its own

cell’s PU-transmitter for beacon signals. It should be noted that while a SU may receive a better

instantaneous signal from a neighbouring cell due to a favourable channel, the PU-transmitter of

its cell would also be the closest PU-transmitter to a given SU, and thus would provide the best

received beacon signal power on average when shadowing is ignored. We assume that the SUs

have the ability to uniquely identify its own PU-transmitter from neighbouring PU-transmitters1.

While beacon signal reception from out-of-cell PU-transmitters can also be considered, we leave

this for future work.

4.2.4 Co-operative sensing

In the cooperative stage, the SU will select one or more other SUs to obtain the sensing results via

a single narrowband control signal. We assume that the SUs can identify each other via the use of

separate orthogonal codes or time slots. In our analysis, we will consider distributed cooperation

schemes without the involvement of a fusion center, information sharing via decision-fusion, and

combination via the OR rule [35]. The OR rule minimizes Pmd compared to other combining

rules [35], but can adversely affect the false alarm probability. Because distributed co-operating

schemes are used, each individual SU keeps a dynamic database of neighbouring SUs. This

database will include details about activity, distance, and CSI if available. Information for the

individual databases is obtained via periodic control signals, and updated regularly. We thus

propose three cooperation schemes, where the selection is based on the information within each

SU’s database. They are:

1Separately identifying PU-transmitter beacons may be achieved by using unique codes or time slots.
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1. Nearest scheme:

Each SU cooperates with its closest neighbor SU, which provides the best received signal

power on average. To implement this, distances among the SUs are needed [83]. These

distances may be obtained via a database, shared GPS information or via periodic control

signals.

2. Multiple random scheme:

Here, M neighbouring SUs are randomly selected within a cooperation radius of Rc where

Rc is less than the outer distance Re. A SU is assumed to only cooperate with a neighbour

within this radius. The signals from nodes beyond the outer distance Re are assumed to

have negligible power due to high path loss. If the number of SUs within Rc is less than

M , all would be selected. The selected nodes are always available for cooperation.

3. Best received power scheme:

In this scheme, each SU cooperates with the neighbouring SU providing the best instanta-

neous received signal power. This amounts the lowest propagation loss considering both

path loss and fading. We assume that each SU knows CSI and the positions of other SUs.

Moreover, we further assume that a SU can cooperate with nodes outside its own cell.

We will assume that SUs can differentiate the beacon signals from the PU-receivers and the

control signals from other cooperating SUs. For example, this involves using separate orthogonal

codes for different SUs and PU-receivers, using different time slots, matched filtering, or having

a separate narrow band channel for SU spectrum information sharing [100], [145], [148]. This

assumption is valid when there is proper co-ordination between the 2 networks. Furthermore, it

should be noted that each SU shares its local detection result, but not the final decision of CBS.

With PU-transmitter beacons, we propose two additional schemes based on the intuition that

SUs close to the PU-transmitter will have a better chance of correctly detecting the beacon. These

schemes are:

1. Nearest SU to PU-transmitter scheme:

Each SU, x ∈ Φs, selects the closest SU to the PU-transmitter, which has the best prob-

ability to detect the beacon signal due to the lowest path loss. Furthermore, selection of

distances to a fixed PU-transmitter may be less complex than find all SU-to-SU distance.
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2. Random SU to PU-transmitter scheme:

A random SU within a distance of Rc from the PU-transmitter is selected. The distance

constraint from the PU-transmitter which ensures the cooperating SU has a good chance of

detecting the PU beacon. This scheme has the advantage over the previous scheme of not

burdening a single SU (the one closest to the PU-transmitter) for sensing data.

Choosing other SU nodes to cooperate with based on distances to PU nodes is most suitable

when PU-transmitters emit beacons. PU-transmitters would generally be fixed, and their loca-

tions would thus not change dynamically. As such, choosing SU nodes within a certain distance

from the PU-transmitter is relatively straightforward. On the other hand, PU-receivers may be

fluid in their activity, and multiple PU-receivers will be transmitting (with PU-transmitters, we

assume the SU only listens to the PU-transmitter of its own cell) their beacons. As such, choosing

cooperating SU nodes satisfying distance requirements from PU-receivers is more cumbersome,

and such schemes are not considered in this chapter.

4.3 missed detection probability analysis for PU-receiver beacons

4.3.1 Local primary beacon detection

In this section, we analyze Pmd for the local spectrum sensing methods in Section II C.

Aggregating beacon power

This scheme works when the beacons are simple signals which do not bear information. Consider

the SU node x ∈ Φs and the PU-receiver node y ∈ Φp. The distance between them is ||x − y||.

However, as this distance becomes large, g(||x − y||) → 0. As such, the beacons emitted by

PU-receiver nodes y such that ||x − y|| > Re are considered to be negligible, where Re is an

outer distance. Since x and y are two random points from two independent PPPs, we need

the distribution of the distance ||x − y||. However, because a homogeneous Poisson process is

considered for Φp, its points are distributed randomly. Moreover, due to the outer distance, the

area of node distribution is annular. Therefore, the CDF of ||x− y|| can be obtained as [88]

F||x−y||(t) =
t2

R2
e

, 0 < t < Re. (4.1)

Thus, ||x− y|| is distributed with PDF Lin(Re).
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All PU-receiver nodes y ∈ Φp transmit a beacon signal of constant power level Pb. As the SU

will aggregate these beacons, the received beacon power at SU x is given by

PR = Pb
∑
y∈Φp

|hx,y|2g(||x− y||), (4.2)

where hx,y is the channel between nodes x and y, and this incorporates both path loss and small

scale fading. The received signal to noise ratio (SNR) γ at SU x ∈ Φs becomes γ = PR
σ2
b

, where

σ2
b is the additive noise variance. A beacon is detected whenever the received beacon power

PR > Pth, where Pth is the reception threshold.

Let Pmd(x) be the probability of PU beacon missed detection by the SU x ∈ Φs in its local-

detection stage. This probability is given by

Pmd(x) = Pr[PR < Pth] = FPR(Pth),

which is the CDF of PR. This can be evaluated using an MGF based approach [37], [89]–

[91]. Let MPR(s) be the MGF of the received beacon power at x ∈ Φs, which is defined as

MPR(s) = E
[
e−sPR

]
. If MPR,y(s) is the MGF of the received beacon power from y ∈ Φp, and

N is a Poisson random variable with mean πR2
eλp, we can write MPR(s) as [37], [88]

MPR(s) = EN
[
(MPR,y(s))

N
]

= eπR
2
eλp(MPR,y

(s)−1). (4.3)

MPR,y(s) is obtained as follows.

MPR,y(s) = E
[
e−sPb|hx,y |

2g(||x−y||)
]

=

∫ 1

0

1

1 + sPb

2t

R2
e

dt+

∫ Re

1

1

1 + sPbt−α
2t

R2
e

dt. (4.4)

A closed-form expression for the second integral (4.4) appears intractable. However, using

the expansion (1 + t)−1 =
∑∞

k=0(−t)k, |t| < 1, we derive a alternate expression as

MPR,y(s) =
1

R2
e

(
1

1 + sPb
+
∞∑
l=0

2(−sPb)l
R2−αl
e − 1

2− αl

)
. (4.5)
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FPR(t) can be obtained through the inverse Laplace transform by FPR(t) = L−1
(
MPR

(s)

s

)
, and

replacing t with Pth gives Pmd(x), x ∈ Φs. Note that because a closed-form solution is not

apparent for Pmd(x), where x ∈ Φs, numerical techniques and approximations must be used.

Although aggregating beacon power decreases Pmd, viable spectrum access opportunities are

also lost due to detecting aggregated beacons even when there may not be any PU-receivers close

by to be hindered by interference.

Separately sensing primary beacons

This scheme assumes that the beacons are structured, information bearing, and orthogonal. Missed

detection occurs only when all beacon sensing outputs fall below the threshold. Thus we have

Pmd(x) = (Pr[PR,y < Pth])
N , where x ∈ Φs and PR,y is the beacon power from y ∈ Φp received

at x ∈ Φs, and N is a Poisson random variable with E[N ] = λpπR
2
e. The missed detection of

the beacon from y ∈ Φp may be written as Pr[PR,y < Pth] = E(||x−y||)

[
1− e−

Pth
Pbg(||x−y||)

]
. Thus,

denoting ||x− y|| = t, the local missed detection probability may be expressed as

Pmd(x) = e
−πR2

eλp

 e
−Pth
Pb

R2
e

+ 2

R2
e

∫Re
1 e

− Pth
Pbt
−α

tdt


. (4.6)

Because a closed-form solution for (4.6) appears impossible, we numerically evaluate this. A

series summation based simplification can be used to simplify (4.6) which results in

Pmd(x)=e
−πR2

eλp

e−PthPb
R2
e

+ 2

R2
e

∑∞
k=0

(−PthPb )
k

k!

(
R2+αk
e −1
2+αk

)
. (4.7)

However, more resources are required for separate sensing, and is invariably more complex.

Furthermore, the PU-receivers need to be co-ordinated to send separately identifiable beacons.

This may not be practical for certain PU-receiver types such as digital terrestrial television sub-

scribers.

Closest PU-receiver selection

Each SU, x ∈ Φs, senses the beacon emitted by the closest PU-receiver. The closest PU-receiver

may be found in practice by measuring the average received signal power [149]. Moreover, the

SU must then have the ability to differentiate among different beacons.
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Let y∗ = arg min
y∈Φp

||y − x|| (y∗ ∈ Φp) be the nearest PU-receiver to x ∈ Φs, and the distance

r∗ = ||y∗ − x||. The distribution of r∗ is derived via the void probability of a PPP (probability of

no nodes within a given radius from the origin) [126], [127], and is found out to be Ral(πλp).

However, as the beacons from node y ∈ Φp at a distance more than Re are neglected due

to path loss, there may be an occasion where there is no closet PU-receiver within Re. The

probability of this event is p0 = e−πλpR
2
e . Whenever this occurs, the SU x ∈ Φs will misdetect

with probability 1. However, conversely, because of the high path loss in such a scenario, the

interfering signals will also have a negligible effect on the primary system. Let r∗1 be the truncated

distance from x to y∗ whenever r∗ < Re. Thus, r∗1 is distributed according to TRal(πλp, Re).

Let |hx,y∗|2 be the channel power gain between x and y∗. Therefore, when a PU-receiver

exists, the received beacon power (PR) at x from y∗ is given by PR = Pb|hx,y∗|2g(r∗1), where

g(r∗1) is the path-loss factor between x and y∗.

Pmd(x) can thus be written as

Pmd(x) = e−πλpR
2
e + (1− e−πλpR2

e)× Pr[Rb < Pth]

= e−πλpR
2
e + (1− e−πλpR2

e)× Pr

[
|hx,y∗|2 <

Pth
Pbg(r∗1)

]
= e−πλpR

2
e + (1− e−πλpR2

e)

(
1− e−

Pth
Pb

(
1− e−πλp

1− e−πλpR2
e

)
−
∫ Re

1

2πλpt

1− e−πλpR2
e
e
− Pth
Pbt
−α e−πλpt

2

dt

)
, (4.8)

and the integration in (4.8) can be performed numerically.

4.3.2 Co-operative spectrum sensing

In this section, we analyze Pmd when each SU employs the SU selection schemes proposed in

Section II D. The total Pmd depends on both: 1) beacon missed detection, and 2) control channel

missed detection.

Nearest scheme

Let the closest neighbour from SU x ∈ Φs be denoted as x∗ (x∗ ∈ Φs) with x∗ = arg min
z∈Φs

||z−x||

, located at a distance r̃∗ from x. Because the signals from x∗ with r̃∗ > Re are neglected due

to path loss, there may be an occasion where a node x∗ does not exist for cooperation. This

probability ρ0 is obtained as ρ0 = e−πλsR
2
e using the void probability of a PPP. Let r̃∗1 be the
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distance from x to x∗ whenever r̃∗ < Re. Thus r̃∗1 is distributed as TRal(πλs, Re).

Node x∗ senses the presence of primary receiver beacons, and passes that information in the

form of binary information in a narrow band channel using another control signal. Let Pb,s be the

power of this control signal, and |hx,x∗|2 be the channel power gain between x and x∗. Therefore,

if the received control signal power (PR,s) at x from x∗ is given by PR,s = Pb,s|hx,x∗|2g(r̃∗1),

where g(r̃∗1) is the path loss gain between x and x∗.

The probability of misdetecting the control signal transmitted by x∗, qs,i, is obtained as

qs,i = Pr[PR,s < Pth] = Er̃∗1

[
1− e−

Pth
Pb,sg(r̃

∗
1)

]
. (4.9)

After performing the averaging with respect to r̃∗1, the simplified expression for qs,i is

qs,i = 1− e−
Pth
Pb,s

(
1− e−πλs

1− e−πλsR2
e

)
−

∫ Re

1

2πλst

1− e−πλsR2
e
e
− Pth
Pbt
−α e−πλst

2

dt (4.10)

Let P 1
md be the final missed detection probability of x when cooperating with its closest

neighbor. We will assume that x uses an OR rule [103] where P 1
md becomes the product of the

separate primary beacon and secondary control signal misdetecting probabilities. However, the

probability that there is no SU within Re must be considered. P 1
md is composed of the following

events: (1) x∗ does not exist, and x misdetects, (2) x∗ does exist, but both x∗ and x misdetect the

primary beacons, and (3) x∗ does exist, and detects the primary beacon correctly, but xmisdetects

both the primary system beacons and the control signal from x∗. After combining these three

events, we can write P 1
md as

P 1
md = Pmd(x)

(
e−πλsR

2
e +

(
1− e−πλsR2

e

)
× (Pmd(x) + (1− Pmd(x)) qs,i)) . (4.11)

We have used the fact that correct secondary control signal reception due to double errors ( x∗

misdetects the primary beacons but x detects a secondary control signal when it’s not present)

are negligible. Moreover, spatial correlations have not been taken into account in the derivation

of (4.11).
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Multiple random scheme

Let xr (xr ∈ Φs) be any SU within a cooperating distance of Rc from x, and rr be the distance

from x to xr. Using similar arguments as the derivation of ||x−y||, the distribution of rr is shown

to be distributed according to Lin(Rc).

Similar to the nearest scheme, whenever an xr detects the primary beacons, this information is

sent via a control signal to x. We assume that x can differentiate the control signals coming from

the M associated SUs, which can be easily achieved via orthogonal codes serving as an identifier

of each SU within Φs. If |hx,xr |2 and g(rr) are the small scale channel gain and path loss gain

between xr and x, the received signal power PR,s from xr is given by PR,s = Pb,s|hx,xr |2g(rr).

If qs,i is the probability of x misdetecting the control signal from xr, it is obtained as

qs,i = 1− e
− Pth
Pb,s

R2
c

− 2

R2
c

∫ Rc

1

e
− Pth
Pb,st

−α
tdt

= 1− e
− Pth
Pb,s

R2
c

+
2

α
E1− 2

α

(
PthR

α
c

Pb,s

)
. (4.12)

Let P 2
md be the final missed detection probability of x ∈ Φs. AlthoughM is fixed beforehand,

due to spatial randomness, the available number of SUs may be less than M . Thus, P 2
md is

the sum of several probability components corresponding to the number of cooperating nodes.

Let q be the probability of missed detection arising from a single cooperating node (sum of the

primary beacon missed detection probability by xr and the probability that the control signal

of xr is misdetected by x when xr correctly detects the primary beacons). It can be written as

q = (Pmd(x) + (1− Pmd(x)) qs,i). Whenever a given k(≤ M) cooperating nodes are present,

the final misdetecting probability of x ∈ Φs becomes Pmd(x)qk. As such, P 2
md = Ek[Pmd(x)qk],

where 0 ≤ k ≤M . After averaging with respect to k using (2.14), P 2
md becomes

P 2
md = Pmd(x)

(
e−πλsR

2
c(1−q)Γ(M,πλsR

2
cq)

Γ(M)
+

(
1−Γ(M,πλsR

2
c)

Γ(M)

)
qM
)
. (4.13)

Best received power scheme

Let the neighbouring SU of x ∈ Φs having the best instantaneous received signal power be

denoted as xh. In order to evaluate the secondary control signal missed detection probability
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(qs,i), the Mapping theorem [73] is used on the PPP Φs. Furthermore, for convenience, we will

use the path loss function g(rh) = r−αh where rh = ||x − xh|| is the distance between x and xh.

Moreover, we denote the channel gain between x and xh as |hx,xh|2. The mapping procedure

is as follows. With respect to x ∈ Φs, the process of SUs is homogeneous in R2 with it at the

center. It is shown that an inhomogeneous PPP Φs,h with intensity λs,h, an exponential path loss

with a path loss exponent of 1 and no fading generates the equivalent received power to that from

a homogeneous PPP, and exponential path loss with an exponent α and Rayleigh fading [132],

where λs,h is written as (3.24)

λs,h =
2π

α
λsr

2
α
−1

s,h Γ(
2

α
+ 1), 0 < rs,h <∞. (4.14)

Note that rs,h is a distance based metric of the PPP and not any physical distance. In Φs,h, the

node having the smallest distance metric from x is xh. Thus, using (4.14), the PDF of the distance

metric to xh (denoted by r∗h) can be obtained as

fr∗h(t) =
2π

α
λsΓ(

2

α
+ 1)t

2
α
−1e−πλsΓ( 2

α
+1)t

2
α , 0 < t <∞. (4.15)

With these results, the received secondary control signal power at x is written as PR,s =

Pb,s(r
∗
h)
−1. Thus, qs,i is obtained as

qs,i = Pr[Pb,s(r
∗
h)
−1 < Pth]

= e
−πλsΓ( 2

α
+1)

(
Pb,s
Pth

) 2
α

. (4.16)

The final missed detection probability of φs,i (P 3
md) is composed of two components. First x

and xh may both misdetect the primary beacon. Second, while xh detects the primary beacon, x

may misdetect the control channel between x and xh. Thus, P 3
md is obtained as

P 3
md = Pmd(x)(Pmd(x) + (1− Pmd(x))qs,i). (4.17)
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4.4 missed detection probability analysis for PU-transmitter beacons

This case is depicted in Fig. 4.2. In primary cellular networks where the transmitter is a base

station, and receivers are user equipment, this approach provides wide benefits as base stations

are not power limited and avoids PU-receiver power drain.

4.4.1 Local primary beacon detection

Each SU (x ∈ Φs) listens for the beacon of the PU-transmitter (v) of its cell. Let Rcell be the cell

radius, and Pb,p be power level of the beacon. Let rx,v = ||x− v|. This is the distance between a

fixed point and a random point from Φs. The rx,v will be distributed as Lin(Rcell) (we assume that

Rcell << Re). If |hx,v|2 and g(rx,v) are the small scale channel gain and path loss gain between x

and v, the received beacon power at x (PR) is given by PR = Pb,p|hx,v|2g(rx,v). Whenever it falls

below the threshold, the detection fails. Thus, the probability of missed detection is given by

Pmd(x) = Pr[Pb,p|hx,v|2g(rx,v) < Pth]

= 1− e
− Pth
Pb,p

R2
cell

− 2

R2
cell

∫ Rcell

1

e
− Pth
Pb,pt

−α
tdt

= 1− e
− Pth
Pb,p

R2
cell

+
2

α
E1− 2

α

(
PthR

α
cell

Pb,p

)
. (4.18)

4.4.2 Co-operative sensing

For PU-transmitter emitted beacons, we will now analyze the two additional schemes proposed.

Nearest SU to PU-transmitter scheme

Let xcv be the closest SU (∈ Φs) to v (xcv = arg min
z∈Φs

||z−v||), with rv,cv = ||v−xcv|| and rx,cv =

||x − xcv||. If rv,cv > Rcell, a cooperating node does not exist. The probability of this scenario

occurring (ρ1) is given by ρ1 = e−πλsR
2
cell . Thus, the variable rv,cv is distributed according to

TRal(πλs, Rcell). This distribution is obtained by removing x from Φs. This removal does not

significantly affect the statistics of Φs.

We now need to find the probability that xcv misdetects the PU-transmitter’s beacon (Pmd(xcv))

for this scenario. Let |hv,cv|2 and g(rv,cv) be the small scale channel gain and path loss gain be-

tween v and xcv. The received beacon power at xcv (PR,s) is given by PR,s = Pb,p|hv,cv|2g(rv,cv).
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x

xrv

xcv

rx,v

rv,rv rx,rv

rv,cv
rx,cv

Rcell

Rc

v

Figure 4.2: The PU-transmitter v located at (0,0) sends the beacon. The cell radius is denoted by
Rcell, the cooperating radius is denoted by Rc, while the black dots denote the SUs. The SU x
located at a distance rx,v from v can cooperate with either the closest SU to v (xcv), or cooperate
with a random SU within a distance of Rc from v (xrv).

Pmd(xcv) is thus obtained as

Pmd(xcv) = 1− e−
Pth
Pb,p

(
1− e−πλs

1− e−πλsR2
cell

)
−
∫ Rcell

1

2πλst

1− e−πλsR2
cell

e
− Pth
Pb,pt

−α
e−πλst

2

dt. (4.19)

We now derive the probability that x ∈ Φs misdetects secondary control signal from xcv

whenever it (xcv) detects the PU transmitter’s beacon. The small scale channel gain and path loss

gain between x and xcv are denoted by |hx,cv|2 and g(rx,cv) respectively. The received power of

the secondary control at x ∈ Φs is given by PR,s = Pb,s|hx,cv|2g(rx,cv), and the probability of x

misdetecting the control signal (qs,i) is then given by

qs,i = Pr[PR,s < Pth]

= Erx,cv

[
1− e−

Pth
Pb,sg(rx,cv)

]
. (4.20)

In order to evaluate this, the distribution of rx,cv is needed. From the cosine rule, rx,cv can

be written as rx,cv =
√
r2
v,cv + r2

x,v − 2rx,vrv,cv cos θ, where θ is a uniform between 0 and 2π,

with fθ(x) = 1
2π
, 0 ≤ x < 2π. Furthermore, for mathematical convenience, we will take
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g(rx,cv) = r−αx,cv. Thus, qs,i becomes

qs,i = 1−
∫ Rcell

0

∫ Rcell

0

∫ 2π

0

e
− Pth

Pb,s(r
2
v,cv+r2x,v−2rx,vrv,cv cos θ)−

α
2

× 2λsrx,vrv,cv

R2
cell

(
1− e−πλsR2

cell

)e−πλsr2
v,cvdθdrv,cvdrx,v. (4.21)

Let P 4
md be the overall missed detection probability of x ∈ Φs. Similar to the previous analy-

sis, it is necessary to consider probability of no cooperating node (ρ1). Thus, P 4
md is composed of

three events: (1) x misdetects beacon and no cooperating node exists, (2) x and xcv both misde-

tect beacon, and (3) x misdetects the beacon and xcv detects it but x misdetects the control signal

from xcv. Considering these three events, we can write

P 4
md = Pmd(x)

(
e−πλsR

2
cell +

(
1− e−πλsR2

cell

)
× (Pmd(xcv) + (1− Pmd(xcv)) qs,i)) . (4.22)

Random SU to PU-transmitter scheme

Let the randomly selected SU be xrv, its distance from v be rv,rv, and its distance from x be rx,rv.

We assume that Rc < min (()Rcell, Re). If no such SU exists within a distance of Rc of v, no

cooperation occurs. The probability of it is ρ2 = e−πλsR
2
c .

The probability that xrv misdetects the beacon from v is obtained next. We denote this

probability as Pmd(xrv), and the small scale channel gain and path loss gain between v and

xrv respectively as |hv,rv|2 and g(rv,rv). The received beacon power at xrv (PR,s) is given by

PR,s = Pb,p|hv,rv|2g(rv,rv). We can now write Pmd(xrv) as

Pmd(xrv) = Pr
[
Pb,p|hv,rv|2g(rv,rv) < Pth

]
=1− e

− Pth
Pb,p

R2
c

− 2

R2
c

∫ Rc

1

e
− Pth
Pb,pt

−α
tdt

= 1− e
− Pth
Pb,p

R2
c

+
2

α
E1− 2

α

(
PthR

α
c

Pb,p

)
. (4.23)

We will now derive the the probability that x misdetects the secondary control signal from

xrv (denoted by qs,i), whenever a secondary control signal is transmitted. The small scale channel
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gain and path loss gain between x and xrv are respectively denoted as |hx,rv|2 and g(rx,rv). Similar

to the previous scheme, we will use g(rx,rv) = r−αx,rv for mathematical convenience. Using the

cosine rule, rx,rv is written as rx,rv =
√
r2
v,rv + r2

x,v − 2rx,vrv,rv cos θ. Thus, qs,i is written as

qs,i = Pr[Pb,s|hx,rv|2r−αx,rv < Pth]

= 1−
∫ Rcell

0

∫ Rc

0

∫ 2π

0

e
− Pth

Pb,s(r
2
v,rv+r2x,v−2rx,vrv,rv cos θ)−

α
2

× 2

πR2
cR

2
cell

rx,vrv,rvdθdrv,rvdrx,v. (4.24)

The final missed detection probability of x (denoted as P 5
md) is comprised of 3 terms as the

previous scheme (Nearest SU to PU-transmitter scheme). Thus, P 5
md is obtained as

P 5
md = Pmd(x)

(
e−πλsR

2
c +

(
1− e−πλsR2

c

)
× (Pmd(xrv) + (1− Pmd(xrv)) qs,i)) . (4.25)

This scheme can be generalized where a cooperates with up to M SUs within a distance of Rc

from the PU-transmitter.

4.5 False alarm probability Analysis

For completeness, we will conduct an analysis of the false alarm probability Pf . First, we will

analyze Pf for the different local detection schemes for PU-receiver and PU-transmitter beacons.

4.5.1 False alarm probability for local detection schemes

Aggregating beacon power

A false alarm occurs when the SU detects the presence of a beacon when none are present. In

this scenario, the received power is purely composed of noise. Thus

PR = w, (4.26)

where w = N (0, σ2), and sigma2 is the noise variance (it should be noted that because a nar-

rowband channel is used for beacons and control signals, sigma2 is very small). Let Pf (x) be

the probability of falsely detecting PU beacons by the SU x ∈ Φs in its local detection stage. Pf
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can be written as Pf = Pr[PR > Pth]. As such

Pf (x) = Q

(
Pth
σ

)
, (4.27)

and Q(·) is the Q function.

Separately sensing primary beacons

When separately detecting primary beacons, a false alarm can occur even if a single stream from

a PU is detected in error. Thus, we have

Pf (x) = E[1− (Pr[PR < Pth])
N ] = E[1−

(
1−Q

(
Pth
σ

))N
]. (4.28)

After averaging with respect to N ,

Pf (x) = 1− e−πR
2
eλpQ

(
Pth
σ

)
. (4.29)

Closest PU-receiver selection

Pf (x) for this scenario is identical to (4.27), and Pf (x) = Q
(
Pth
σ

)
.

PU-transmitter beacons

As each SU (x ∈ Φs) listens to the beacon of the primary transmitter of its own cell, Pf (x) is

simply written similar to (4.27) as Pf (x) = Q
(
Pth
σ

)
.

4.5.2 False alarm probability after co-operation

Using the local false alarm probabilities derived above, we now derive the final false alarm prob-

ability after co-operation for the different schemes.

PU-receiver beacons: Nearest scheme

For this scheme, false alarm occurs even if one of the following cases occur: 1) x falsely detect

beacons, 2) x properly detects beacons, the nearest neighbour x∗ properly detects, but x improp-

erly detects the control channel, and 3) x properly detects beacons, the nearest neighbour x∗

falsely detects, and x detects the control channel. After combining these events, we can write P 1
f

as

P 1
f = Pf (x) + (1− Pf (x))((1− Pf (x))Pf (x) + Pf (x)(1− qs,i)). (4.30)
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It should be noted that the probability of falsely detecting the control channel also follows (4.27),

and that qs,i follows (4.10).

PU-receiver beacons: Multiple random scheme

In this scheme, even a single false alarm from one of the co-operating nodes triggers a false alarm

after combination. Let p be the probability that there is no false alarm from a co-operating node

xr. p can be written as p = (1−Pf (x))(1−Pf (x))+Pf (x)(qs,i). The final false alarm probability

can thus be written as P 2
f = 1 − (1− Pf (x))pk, for a given k(≤ M). Averaging with respect to

k (2.14) results in

P 2
f = 1− (1− Pf (x))

(
e−πλsR

2
c(1−p)Γ(M,πλsR

2
cp)

Γ(M)

+

(
1−Γ(M,πλsR

2
c)

Γ(M)

)
pM
)
. (4.31)

PU-receiver beacons: Best received power scheme

The final false alarm probability Pf for this scheme follows (4.30) with qs,i following (4.16).

PU-transmitter beacons: Nearest SU to PU-transmitter scheme

The final Pf for this scheme follows (4.30) with qs,i following (4.21).

PU-transmitter beacons: Random SU to PU-transmitter scheme

The final Pf for this scheme also follows (4.30) with qs,i following (4.24).

4.6 Primary system performance

The missed detection of beacons by a set of SUs will cause interference, which will degrade the

received SINR, γp,y, at PU-receiver y ∈ Φp. Thus, let I be the aggregate interference from the

SUs, PR,p be the received primary signal power at y ∈ Φp, and σ2
n be the noise power spectral

density at the PU-receiver. We assume that different PU-transmitters use orthogonal codes, and

do not pose significant interference to PU-receivers within other cells. PR,p is written as PR,p =

Pp|hv,y|2g(rv,y), where Pp, |hv,y| and rv,y are respectively the PU transmit power, channel power

gain and distance between the PU-transmitter v and y. We can thus write the SINR as γy =
PR,p
I+σ2

n
.

An outage occurs whenever γy < γth where γth is a threshold. Note that we are more interested

in the SINR falling below a threshold for the primary signals as opposed to the received signal

85



falling below a threshold used for beacon detection. The primary signals would be transmitting

data whereas the beacon signals only indicate the channel occupation for which the received

signal level was sufficient. Thus, the outage probability of γy may be written as

POut,y = Pr[γy < γth].

We can write

POut,y/I,rv,y(x) = Pr

[
Pp|hv,y|2g(rv,y)

I + σ2
n

≤ γth

]
= Pr

[
|hv,y|2 ≤

γth(I + σ2
n)

Ppg(rv,y)

]
= 1− e

(
− γth(I+σ2

n)

Ppg(rv,y)

)
.

POut,y/I,rv,y(x) can be further averaged with respect to I as

POut,j/rv,y(x) = 1− e
(
− γthσ

2
n

Ppg(rv,y)

)
EI

[
e
−I
(

γth
Ppg(rv,y)

)]
= 1− e

(
− γthσ

2
n

Ppg(rv,y)

)
MI

(
γth

Ppg(rv,y)

)
. (4.32)

Equation (4.32) provides the outage probability of node y given rv,y is known. However, if

averaging over all PU-receivers is needed, we need the PDF of rv,y, which is the distance from a

fixed point to a random point from Φp, which can be shown to be Lin(Rcell). Thus, the average

outage can be expressed as

POut,y(x) = 1− e

(
− γthσ

2
n

Pp

)
R2
cell

MI

(
γth
Pp

)
−

∫ Rcell

1

2
t

R2
cell

e

(
− γthσ

2
n

Ppt−α

)
MI

(
γth
Ppt−α

)
dt. (4.33)

To evaluate this, the MGF of the aggregate interference at y (MI(s)) needs to be obtained.

However, the exact expressions for interference is a function of each individual cooperating

scheme, and thus complex. But, for completion, we suggest the following approximate approach.

MI(s) is written asMI(s) = E[e−sI ]. Let rx,y = ||x−y|| for any interfering SU x ∈ Φs, which is
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distributed as Lin(Re). Note that similar to Section III, we do not consider the interference from

x whenever rx,y > Re. When Pmd(x) is the final missed detection probability of x ∈ Φs with

CBS, the Coloring theorem [73] suggests that the intensity of the interfering SUs is Pmd(x)λs.

MI(s) is thus obtained as

MI(s) = eπR
2
ePmd(x)λs(MIx (s)−1), (4.34)

whereMIx(s) is the MGF of the interference from x. It is given byMIx(s) = E[e−sPs|hx,y |
2g(rx,y)],

where Ps is the SU transmit power, and |hx,y|2 and g(rx,y) are respectively the small scale channel

gain and the path loss gain between y and x. MIx(s) is derived as

MIx(s)=
1

R2
e

(
∞∑
k=0

(−sPs)k+
∞∑
l=0

2(−sPs)l
R2−αl
e − 1

2− αl

)
. (4.35)

4.7 Numerical results

We will first provide numerical results on the total missed detection probability for different

cooperation and local primary beacon detection schemes. Subsequently, we will have a brief look

at the false alarm probability of the different schemes. We used MATLAB for the simulation, with

104 topologies, and 104 transmissions for each topology; thus 108 simulations for each plot point.

Note that because simulation results match with the theoretical results, we have not used separate

marker styles.

4.7.1 Beacons emitted by PU-receiver nodes

We will first investigate the case of PU-receiver beacons. The parameters are Re = 1500, Rc =

500, α = 3, Pb,s = −40 dBm, and Pb = −50 dBm. The low power of Pb,s and Pb is due to the

fact that the PU receivers and CR nodes in practice are power-limited devices. Moreover, Pth

is chosen as −110 dBm, which is the minimum signal reception thresholds for several mobile

standards [150].

Fig. 4.3 plots the total missed detection probability Pmd (eqs. 4.13, 4.17, and 4.11) and

the false alarm probability Pmd with respect to the CU detection threshold (Pth). While the

performance improvement due to CBS is slight for higher Pth, it is significant when Pth is small.

For example, when Pth = −120 dBm and using multiple random cooperation with 10 nodes,

Pmd decreases by a 104 fold. This decrease is even higher for best received power cooperation
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when separately detecting all PU-receiver beacons. Furthermore, the latter performs better than

sensing the beacon from the closest PU-receiver. However, as mentioned before, this comes at

the cost of additional complexity and resources. It is also interesting to note that while the nearest

scheme performs better than the multiple random scheme when Pth is higher, the converse is true

for lower Pth. Moreover, while the best received power cooperation scheme always has better

performance than the nearest scheme, the difference is only slight when detecting the closest

PU-receiver’s beacon. Contrary to the missed detection probability, the false alarm probability

is very high for low Pth values and drops sharply as Pth increases. As expected, co-operation

slightly increases the false alarm probability. The multiple random scheme with PU-receiver

beacons has the worst performance because this scheme takes input from multiple CUs; even a

single false alarm from one CU makes the final decision a false alarm. Moreover, the nearest and

best received power co-operation schemes show almost identical performance with respect to the

false alarm probability. It should also be noted that as unlicensed users, CUs should err in the

side of false alarm rather than missed detection.

The behaviour of Pmd for the multiple random scheme (eq. 4.13) is investigated in Fig.

4.4 under different values of M and primary node density λp. For both separate and closest

methods of primary beacon detection, the missed detection probability approaches 1 when λp is

low. Increasing the number of cooperating nodes M does not help significantly. However, when

λp increases to 10−3, increasing M has some effect. Furthermore, the performance gap between

these two methods becomes apparent. Moreover, all curves flatten out indicating that the effect

of λs becomes negligible beyond −40 dB.

4.7.2 Beacons emitted by PU-transmitter nodes

We now focus on nearest CU-to-PU and random CU-to-PU schemes (eqs. 4.22 and 4.25). Pa-

rameter values of α = 3 and Pb,p = −20 dBm are used. The latter reflects the fact that the

PU-transmitters can manage high power levels. Fig. 4.5 shows how Pmd and Pf of the two CBS

schemes varies with the detection threshold Pth. The effect of cooperation is more pronounced

for low Pth values in terms of missed detection. The impact of the control channel is also seen.

For example, a 10 dB increase in the control power Pb,s results in order of magnitude reduction

of missed detection. For both Pb,s values, the nearest CU to PU-transmitter scheme has a slightly

lower missed detection probability compared with the random CU to PU-transmitter scheme. In
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terms of false alarm, co-operation slightly increases Pf , and both co-operation schemes show

very similar performance. When Pth increases beyond −100 dBm, there is a sudden drop in the

false alarm probability. Furthermore, as expected, when the control channel power increases, the

false alarm probability is slightly higher as erroneous information is more readily received from

co-operating devices.

In Fig. 4.6, we study the impact of the cell size; Pmd (eqs. 4.22 and 4.25) versus cell ra-

dius Rcell is plotted. The most important insight from this graph is that the effect of cooperation

decreases as cell radius increases when other parameters are kept constant, and that both CBS

schemes converge in performance. This is due to a high Rcell outweighing the effect from other

parameters, and the overall performance gain diminishing. With a high Rcell and a low cooper-

ation radius Rc, the distance from the given CU to its cooperating node is high irrespective of

the cooperation scheme causing similar secondary control channel missed detection probabili-

ties. As expected, increasing the CU node spatial density λs decreases Pmd. This is especially

important for the nearest CU to PU-transmitter scheme. For the random CU to PU-transmitter

scheme, increasing λs ensures that there is a CU available for cooperation within Rc. The effect

of increasing λs are mainly seen for lower cell radius values. Furthermore, the nearest CU to PU-

transmitter scheme shows a slightly better performance than the random CU to PU-transmitter

scheme for both λs values. However, the performance increase is higher when λs = 10−3.

The effect of the cooperation radius Rc on the missed detection for the random CU to PU-

transmitter scheme (4.25) is investigated in Fig. 4.7 for various levels of control signal power,

Pb,s. A best-case cooperation radius can be observed, which ensures the lowest missed detection

probability. When the cooperation radius approaches 0, random cooperation approaches converge

no cooperation as expected. However, as Rc increases, the missed detection probability drops

steeply to the best-case value. Furthermore, it is observed that the steepness of this reduction

increases with the control signal power. Subsequent increases in Rc up to Rcell only result in a

gradual increase in missed detection.

4.8 Conclusion

This chapter investigated the overall missed detection and false alarm probabilities of an inter-

weave SU using several cooperative beacon sensing strategies. We captured the spatial random-

ness of PU and SU nodes via independent PPPs. The propagation effects included path loss
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Figure 4.3: Pmd and Pf for PU-receiver beacons as a function of Pth for different cooperation
schemes. λp = 0.0001, σ2 = 10−10, λs = 0.0001, and M = 10.
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Figure 4.5: Pmd and Pf as a function of Pth for PU-transmitter beacons. λs = 0.0001, Rcell =
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and Rayleigh fading. Moreover, beacons emitted by both PU-receivers and PU-transmitters were

considered. For the former, when sensing beacons emitted by the closest PU-receiver, multiple

random CBS performs better when the reception threshold Pth is lower; e.g., missed detection

decreases by 104 fold for thresholds as low as −120 dBm. However, the best received power

scheme works slightly better for higher Pth. Moreover, the spatial density of PU-receiver nodes

varies inversely with detection performance. Furthermore, the best received power scheme out-

performs the nearest and multiple random cooperation schemes significantly when SUs sense

primary beacons separately. When PU-transmitters send the beacons, a 10 dB increase in Pb,s de-

creases the missed detection probability by 10 fold for both cooperation schemes. Furthermore,

the effect of cooperation decreases for higher cell radii, and there exists a best case cooperation

distance Rc which provides the lowest missed detection probability for random cooperation. For

PU-transmitter beacons, nearest cooperation provides slightly better results than random coop-

eration. In addition, it was seen that co-operation slightly increases the false alarm probability.

Future research ideas extending this work include considering spatial and temporal correlation,

considering other detection rules at the SU, and investigating the energy efficiency of cooperation
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schemes for CR networks.
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Chapter 5

Interference characterization for massive MIMO en-

abled transmitters in a cellular network

5.1 Introduction

The aggregate interference on the receiver of a secondary (unlicensed) user (SU) is one of the

most fundamental performance limiting factors. The interference will reduce the achievable

data rate and reliability (e.g., increasing outage). However, it is the direct result of allowing

simultaneous spectrum access for both primary users (PUs) and SUs. But this is the fundamen-

tal premise of the underlay paradigm[31], a candidate for future fifth generation (5G) wireless

systems, device-to-device (D2D) communications, sensor networks, and cognitive femtocells in

heterogeneous networks [8], [9], [151]. Since cognitive radio (CR) underlay networks operate on

an interference tolerant basis [8], [133], mitigating the interference on PU nodes via exclusion

regions around PU receivers [93], maximum underlay transmit power thresholds, and interfer-

ence temperature based channel access is the primary research focus of many works. In contrast,

the aggregate interference on a SU receiver from PU and other SU transmissions has not been

analyzed in detail.

This aggregate interference on a SU receiver constitutes two main parts (i) PU-to-SU interfer-

ence and (ii) SU-to-SU interference. Both these interference terms depend on how transmitting

nodes control their power, their receiver association policies, and their random locations. The

interference depends on both large-scale and small-scale fading as well. Can this interference on

a SU receiver be controlled by using spatial degrees of freedom? To this end, massive multiple

input multiple output (MIMO) systems, with extremely large antenna arrays, provide exciting
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prospects [46]. For instance, the integration of CR and massive MIMO cancels interference via

the use of excessive spatial degrees of freedom, provides simultaneous service to a large number

of users, increases spectral and energy efficiencies, and negates the effects of small scale fading

and noise [8]. However, the successful integration faces technical challenges. The fundamental

challenge of massive MIMO is the need for extensive channel state information (CSI) for the dif-

ferent transmitter-receiver links. In a time domain duplexing (TDD) set-up, channel reciprocity is

exploited, and the CSI is commonly obtained via periodic uplink pilot transmissions. However,

the length of the pilots are practically constrained by the channel coherence time1 and the ac-

ceptable pilot overhead2. Therefore, the number of orthogonal pilots are limited, and pilot reuse

by different base stations in both primary and SU networks leads to pilot contamination which

generates focused interference to the links using the same pilot sequence. Pilot contamination

is a fundamental bottleneck in massive MIMO systems, which limits the potential spectral and

throughput gains [46]. Overall, all these factors and in turn the aggregate interference tightly de-

pends on spatial randomness of the nodes, which must be modeled via stochastic geometry tools.

Thus, statistical characterization of the aggregate interference on a SU receiver using stochastic

geometry approaches is the focus of this chapter.

5.1.1 Problem statement and contribution

In this chapter, we derive the statistics of the aggregate interference on a SU receiver node due

to both PU and SU transmissions, and investigate its impact on the performance. We will incor-

porate pilot contamination (when base stations employ massive MIMO), spatial randomness of

nodes, power control and receiver association procedures, and channel imperfections.

Our study is motivated by a number of questions. While interference issues in underlay CR

networks have been extensively investigated, for analytical tractability, it is not uncommon to

ignore power control and receiver association schemes, and omitting spatial randomness [121],

[153]–[156]. How do these assumptions affect of the overall interference levels? Moreover,

how do we characterize the aggregate interference when there are massive MIMO enabled base

stations with power control techniques? Furthermore, how do we incorporate a network of PU

and SU nodes where the locations and numbers of transmitter/receiver nodes are random without
1This is the time period in which the channel response can be assumed to be constant. For standards like LTE

and UMTS, this is practically in the range of 1-2 ms [152].
2The proportion of symbols within the coherence time used for pilot transmissions is an overhead because it does

not lead to any effective data transfer.
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restricting the system model to a single PU transmitter receiver pair or a single cell with one

massive MIMO enabled base station?

To further investigate such questions, in this chapter, we begin by representing PU nodes

(transmitters and receivers) with two independent homogeneous Poisson point processes in R2

(Fig. 5.1). We will consider two models for the underlay system: 1) a Matern cluster process

with the underlay base stations representing the cluster heads distributed as a homogeneous Pois-

son point process, and 2) underlay base stations and receivers distributed in R2 as independent

homogeneous Poisson point process. The Matern cluster process is considered because certain

practical network configurations tend to be clustered. The PU receiver nodes have exclusion

zones around them. When a SU transmitter falls within this zone, it has to stay silent.

The base stations are either single antenna or equipped with massive MIMO, with CSI being

obtained via uplink pilots. Log distance path loss and independent Rayleigh fading are assumed

for all channels. Furthermore path loss inversion based power control is considered. While chan-

nel inversion or feedback based power control schemes exist [157], they are beyond the scope.

PU receivers associate with their closest base station. For the underlay system, we consider three

association schemes: 1) a transmitter initiates a connection with the closest receiver, 2) a receiver

initiates an association with the closest transmitter, and 3) the receiver associates with the base

station at the cluster head. We characterize the performance of an associated SU receiver by de-

riving the moment generating function (MGF) of the aggregate interference for the single antenna

case, and the MGF, mean, and variance of the normalized aggregate interference for the massive

MIMO case along with the outage probability.

5.1.2 Prior research

Extensive interference characterization and modelling of underlay networks includes develop-

ing analytical results based on the MGF, moments, cumulants, outage, and coverage. For in-

stance, [38] develops interference models considering power control, contention control, and

hybrid power-contention control schemes. The success probability, spatial average rate, and area

spectral efficiency are derived for cellular and underlay D2D users under Rician fading [158],

and it is shown that these measures depend on user density, channel propagation parameters, and

spectrum occupancy ratios. The authors in [158] further propose a centralized opportunistic ac-

cess control scheme as well as a mode selection mechanism to reduce cross tier interference. An
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analytical framework to characterize the area spectral efficiency of a large Poisson underlay SU

network is proposed in [159]. The authors highlight shaping medium access and transmit power

as available degrees of freedom in designing the SU network, and shows that an area spectral

efficiency wall exists. Furthermore, [80] proposes an adaptive power control scheme for SU sys-

tems in a Rayleigh fading channel which maximizes the output signal to noise ratio (SNR) and

the interference, and shows that this scheme can achieve up to a 3 dB SNR gain. Reference [160]

proposes a limited feedback based underlay spectrum sharing scheme for Poisson cognitive net-

works, with the benefit that the secondary area spectral efficiency increases with the secondary

outage constraint. Moreover, interference on a PU receiver is characterized [119] by considering

constraints on a secondary (underlay) transmitter from both primary and secondary systems.

The integration of massive MIMO and underlay CR is an emerging research area. Thus, in-

terference issues in randomly deployed massive MIMO base stations are investigated in [153],

[161]–[165]. For example, the interference from massive MIMO enabled cellular networks to

D2D networks is studied in [164] under perfect and imperfect CSI at the receivers. With per-

fect CSI, it is observed that underlay contamination arises in addition to pilot contamination.

The trade-offs between the average sum rate and energy efficiency is studied in [165], and in

order for these parameters to improve from the high number of antennas, the number of cellu-

lar users should be a function of the number of base station antennas. Moreover, in order for

massive MIMO and underlay D2D to coexist, the density of D2D users must be low. Reference

[163] derives closed-form expressions for the base station density bounded by the maximum

outage probability and concludes that the base station density must be below a certain bound

to fulfill coverage requirements, while [153] obtains signal-to-interference-ratio expressions for

both uplink and downlink under orthogonal and non-orthogonal pilot sequences and shows that

the downlink signal to interference ratio is limited by the inverse of the total pilot correlation.

Furthermore, the uplink of a wireless network using linear minimum mean square error spatial

processing is analyzed in [161], and the distribution of the spectral efficiency in the interference

limited regime is derived. Moreover, [162] analyzes the coverage probability and area spectral

efficiency for a heterogeneous network showing that significant throughput gains can be achieved

by interference nulling and co-ordination among the tiers.

There are two main differences between our work and previous literature. First, most of the

work involving massive MIMO do not consider a stochastic set-up, and thus do not consider
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the dynamics of association policies and path loss. Second, while some works -notably [153]-

consider a PPP of base stations, they assumed a fixed transmit power level. While this assumption

lends itself to a simpler analysis, transmit power control procedures are part and parcel of modern

systems, and thus need to be considered in a meaningful analysis.

5.2 System model and assumptions

5.2.1 Spatial model

This section describes the spatial distribution of primary and underlay nodes.

Primary network

A single class of PU transmitters (base stations) distributed randomly in R2 is considered. Al-

though node locations in actuality are not purely random (e.g. base station locations are planned),

a point process can accurately approximate even planned node placements while providing an-

alytical tractability [12], [14]. The Poisson point process model has thus been extensively used

to model node locations [37], [38], [67], [142] for cognitive, D2D, and heterogeneous networks.

Thus, to develop a general analysis and to avoid special cases, we assume homogeneous Poisson

point processes for both PU transmitters and receivers.

Let the PU transmitters be distributed as a stationary homogeneous Poisson point process Φp,t

with intensity λp,t > 0. Due to the homogeneity of Φp,t, λp,t is a constant over all R2. The PU

receivers are also modeled similarly and denoted by Φp,r with spatial intensity λp,r > 0. Φp,r

and Φp,t are considered to be independent, stationary, and motion invariant. Moreover, the PU

receiver locations are independent of PU transmitters. It should be noted that the Matern Cluster

model [68] which will be employed for modelling the underlay network can also be used for the

PU network.

One significant aspect of underlay networks is the guard (exclusion) region [37], [121]. We

will assume that a guard region exists around each PU receiver having a constant radius of RG,

and that the SUs perfectly know it.

Underlay network

For this, we will consider two separate configurations. For both configurations, it is assumed that

the SU devices are spatially independent from the primary transmitters and receivers.

• Cluster model:
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In this configuration, we will model this network as a Matern cluster process [68]–[70].

This model consists of multiple node clusters centered around underlay base stations [69].

The Matern Cluster process is formally defined as follows [70]. Let Φu,t = {a1, a2, a3...}

be a homogeneous Poisson point process representing cluster centers with intensity λu,t >

0, and Bi is a set of Poisson point processes conditional on Φu,t centred on ai (∀i) where

each Bi is independent of each other and stationary. The resulting cluster process Φu,r =

∪iBi is a Matern cluster process if Bi is uniformly distributed within a ball b(ai, dl) with

density λu,r centred at ai and having a radius dl
2

. The cluster centers correspond to base

stations while the daughter processes correspond to the receivers. The cluster radii, admis-

sion of receivers, and scheduling within the clusters are dependent on the specific network

parameters. A wireless local area network or a nano/pico cell base station are examples

where clustering could occur [70] for the SU network.

• Voronoi model:

Here, the SU base stations and receivers are distributed randomly in R2 as two independent

and stationary homogeneous PPPs Φu,t and Φu,r with spatial densities λu,t and λu,r. The

Voronoi model is useful for analyzing wireless ad-hoc networks and dual macro-micro cell

networks. Moreover, this model is also useful whenever a set of wireless local area and

pico cell base stations belonging to the same network cover a particular area.

5.2.2 Signal model

We assume universal frequency re-use within the primary network. All channel power gains are

independent and identically distributed and are independent of the underlying point processes.

While the path loss is power-law, small scale fading is modelled as Rayleigh. The channel power

gain |h|2 is thus distributed as (2.4). From the simplified path loss model [3], the received power

PR at a distance r from the transmitter is PR = Pg(r) with g(r) = r−α, where P is the transmit

power level and α is the path loss exponent. Practically, α can range from around 2 − 6, and

the special case of α = 2 occurs when the propagation is through free space [76]. However,

α values slightly less than 2 may occur in tunnels due to the wave guide effect. But, having

g(r) = r−α creates analytical complications when r < 1. Thus, for tractability, we will also use

g(r) = min(1, r−α) [74] where necessary. Since spatial densities are small, the probability of

having a device within 1m is negligible, and both forms of g(r) will yield the same results.
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Multiple antenna case

SU and PU receivers are single antenna devices while PU transmitters and SU transmitters have

M and N antennas respectively, which are constant. M and N have the relationship M = κN .

A time division duplex (TDD) scheme is assumed for both primary and underlay networks [153].

Both primary and SU networks utilize pilots in the uplink channel to estimate CSI for the

downlink. The pilots are of length L, and are mutually orthogonal. That is, pilot sequences

satisfy x∗axb = 0 whenever a 6= b, where xa, xb ∈ CL×1 are pilot sequences. We assume a set

of q orthogonal pilots used by all primary and underlay base stations [153]. We assume that the

training phase for all base stations occur simultaneously regardless of whether they are part of

the primary or underlay network [153]. These assumptions lead to the maximum level of pilot

contamination. Furthermore, the channel gains are static between the training phase and the

downlink data transmission phase.

5.2.3 Power control and transmitter-receiver association

Both primary and SU transmitters employ path loss inversion based power control to ensure a

fixed average power3 at their receivers [38]. Note however that the instantaneous received power

fluctuates due to small scale fading. Thus, the transmit power PT becomes PT = P∗r
α, where

r is the transmitter-receiver distance, α is the path loss exponent, and ∗ ∈ {u, p, {p, u}, {p, p}}

denote underlay, primary, underlay pilots, and primary pilots. This form of power control ensures

that all receivers reach the same received power, where receivers close to the transmitters are not

at an unfair advantage. Moreover, for the multiple antenna case, power scaling is employed by

the primary and underlay base stations where the downlink transmitted signal is scaled by 1√
M

and 1√
N

respectively to compensate for the number of transmitter antennas. The inverse of the

square root of the number of antennas has been shown to be an appropriate scaling factor for

Rayleigh fading and imperfect CSI [166].

In the primary network, the PU receiver associates with the closest PU transmitter (base

station). It should be noted that if the number of users within a PU transmitter’s cell exceeds q,

some users will not be served. Such association provides the best average received power. With

this scheme, the PU transmitters form Voronoi cells4 (shown in Fig. 5.1), and associate with

3This power level can either be the receiver sensitivity or the receiver sensitivity plus an appropriate fade margin.
4A Voronoi tessellation divides an area of R2 into different regions depending on the distance to a specific set of

nodes. For each node, its corresponding Voronoi cell consists of points which are closer to it than to any other node
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intra-cell receivers.

For the underlay network, we consider several association schemes. These are categorized

according to the number of antennas at a SU transmitter:

• Single antenna case

Here, we consider 2 different association policies for the Voronoi model: 1) the receiver

initiates communication and selects the closest available transmitter, and 2) the transmitter

initiates the communication and selects the closest available receiver. These policies are

valid for networks such as ad-hoc and D2D networks (Case 1 corresponds with a typical

cellular mobile or digital TV user while case 2 corresponds with an ad-hoc or sensor net-

work). We assume that all available transmitters (with a density of λ̄u,t) are associated

with receivers, and occurrences of multiple transmitters associating with a single receiver

are permissible. For both aforementioned schemes, the selection of transmitters and re-

ceivers only occurs whenever they are within a distance of D from the initiating receiver

or transmitter. The maximum allowable distance D ensures that the transmit power level

would not increase beyond the maximum possible power level, and is analogous to having

a maximum cut-off power level.

For the cluster model, the receivers associate with their cluster head (parent node).

• Multiple antenna case

Underlay association schemes for the multiple antenna case are as follows. With a cluster

model, the associated base station is the cluster head, while with a Voronoi model, the

receivers associate with the closest base station similar to the association policy of the

primary network. In a scenario where the transmitter has a large number of antennas, it is

a fully fledged base station, and not part of an ad-hoc network. Therefore, situations where

transmitters initiate the communication procedure in the downlink are rare, and transmitters

would have sufficient power which makes the maximum allowable distance irrelevant.

5.3 Outage analysis for the single antenna case

Within this section, we derive the outage probability of an active SU receiver along with the MGF

of the interference. We assume that the receiver is associated with a transmitter successfully.

Let r be the distance between the SU receiver and the associated transmitter. The received

power PR may be written as PR = Pur
αr−α|h|2 = Pu|h|2. Thus, given that an association
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has occurred, neither the association policy for the underlay network nor r play any role in the

received power. However, other SU and all PU transmissions generate interference. Let Ip,

Iu, and σ2 be the interference from the primary and underlay networks, and the noise variance

respectively. The signal to interference and noise ratio (SINR) at the SU receiver (γ) is written as

γ = Pu|h|2
Ip+Iu+σ2 . The CDF of the SINR (Fγ(x)) can be obtained as (See Chapter 3.4)

Fγ(x) = 1− e(−xσ
2

Pu
)MIp

(
x

Pu

)
MIu

(
x

Pu

)
. (5.1)

Substituting the required SINR threshold (T ) instead of x gives us the outage probability. How-

ever, in order to evaluate this, the MGFs of Ip and Iu are needed, which will be derived next. The

MGF can also be used to calculate additional statistics of the interference such as thoughput and

bit error rate [89]–[91].

5.3.1 Interference from the primary network

The primary interference on the SU receiver can be written as Ip =
∑

i∈Φp,t
Ip,i, where Ip,i is the

interference from the i-th PU transmitter. We can write Ip,i as Ip,i = PP |h|2r−αp , where PP is the

transmit power of a PU transmitter and rp is its distance to the SU receiver in question. Without

loss of generality, we consider this SU receiver to be at the origin. A useful trick is mapping

the intensity function from 2-D to 1-D to provide better mathematical tractability. Therefore,

using the Mapping Theorem [73], the 1-D intensity of the PU transmitters with respect to the SU

receiver (λ̃p,t) can be written as λ̃p,t = 2πλp,trp.

The MGF of Ip is defined as MIp(s) = E[e−sIp ]. By the Campbell’s theorem [73], MIp(s) is

written as

MIp(s) = e

(∫∞
0 E

[
e−sPP |h|

2r−αp −1

]
2πλp,trpdrp

)
, (5.2)

where the expectation is with respect to |h|2 and PP . The evaluation of (5.2) requires the distri-

bution of PP . However, due to the distance dependent power control, PP = Ppr
α
p,tx, where the

distance between a PU transmitter, and the associated receiver is rp,tx. Thus, the problem is to

find the distribution of rp,tx.

However, finding the exact distribution of rp,tx is difficult, and thus we will approximate it.

We assume that rp,tx is independent from the distances to other PU transmitters. However, as the
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PU network forms Voronoi cells and because each Voronoi cell has only a single PU transmitter

as its nucleus, coupling is introduced between the cells [167]. As such rp,tx is correlated with

corresponding transmitter-receiver distances within other Voronoi cells. Furthermore, the proba-

bility that there are no receivers associated with a given transmitter is greater than zero. However,

this probability is negligible when the primary receiver density is much larger than the primary

transmitter density (λp,r >> λp,t), which is the case in practice.

Thus, using the distribution of the nearest node from a point within a PPP [126], the distance

rp,tx is approximately distributed with the PDF frp,tx(x) = 2πλp,txe
−πλp,tx2 which is given by

Ral(πλp,t).

The 1-D intensity of PU receivers with respect to a PU transmitter (λ̃p,r) is λ̃p,r = 2πλp,rr, 0 <

r < ∞. Let ν be the probability that any PU receiver has the PU transmitter concerned as the

closest PU transmitter. We assume ν is independent for each PU receiver. Using the Coloring

Theorem [73], we can perform independent thinning on the process of PU receivers to obtain the

intensity of the process of PU receivers which have the given PU transmitter as the closest (λ̄). λ̄

is given by λ̄ = νλ̃. To find ν, we need to use the void probability for PPPs. In other words, there

should be 0 PU transmitters within an annular area of radius r. The probability of having n nodes

within a given area A is [65] P (n) = (λp,tA)n

n!
e−λp.tA. Therefore, ν is obtained as ν = e−πλp,tr

2 ,

and λ̄ is derived as λ̄ = 2πλp,rrp,txe
−πλp,tr2

p,tx , where rp,tx was substituted for r. The CDF of rp,tx

is given by

Frp,tx(x) =

∫ x
rp,tx=0

λ̄dr∫∞
rp,tx=0

λ̄dr
= 1− e−πλp,tx2

. (5.3)

Differentiating (5.3) gives the PDF.

Coming back to the original objective of finding MIp(s), we can perform the expectation

on (5.2) with respect to |h|2 and obtain MIp(s) = e

(∫∞
0 E

[
1

1+sPpr
α
p,txr

−α
p
−1

]
2πλp,trpdrp

)
, where the

remaining expectation is with respect to rp,tx. When α > 2, changing the order of integration and

averaging results in

MIp(s)=e

(
− 2π2λp,t

α

(sPp)
2
α

sin( 2π
α )

E[r2
p,tx]

)
=e

(
− 2π
α

(sPp)
2
α

sin( 2π
α )

)
. (5.4)

The mean interference E[Ip] is another important performance measure. E[Ip] can be used to
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Figure 5.1: Primary network layout: blue circles = PU transmitters, and green circles = PU
receivers. The PU transmitters and receivers are distributed as independent homogeneous Poisson
point processes. The receivers within each Voronoi cell connect to the corresponding transmitter.
Note that underlay nodes are not shown.
gauge the severity of interference affecting a particular device. Furthermore, E[Ip] is also vital

when approximating the interference to another well-known distribution, or when simplifying the

interference component when calculating an approximation for the outage. From the Campbell’s

theorem [73], we can write

E[Ip] =

∫ ∞
0

E|h|2,rp,tx
[
Pp|h|2rαp,txr−αp

]
2πλp,trpdrp. (5.5)

The integration in (5.5) does not necessarily converge because the simplified path loss model

does not hold when rp < 1, and thus we take g(r) = min(1, r−α) as illustrated in Section II B.

Moreover, in practical channels α > 2. Using these facts and breaking the integration in (5.5)

into two separate parts, we obtain E[Ip] in closed-form as

E[Ip] = 2Pp
Γ(α

2
+ 1)

(πλp,t)
α
2
−1

(
1

α− 2
+

1

2

)
. (5.6)

It should be noted that 5.6 does not hold when α ≤ 2.
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5.3.2 Interference from the underlay network

In addition to the interference from the primary network, a given SU receiver will experience

interference from other unassociated SU transmitters. We will now consider this interference Iu.

As mentioned in Section II, because SU nodes must not transmit whenever they are within

the guard region of a PU receiver, the active SU transmitters actually form a Poisson hole process

[121], which is defined as follows. When ΦA and ΦB are independent homogeneous PPPs, and

∀x ∈ ΦA, points from ΦB are removed within a radius b from x, the remaining points of ΦB

form a Poisson hole process [121]. However, the Poisson hole processes is not mathematically

tractable, and its probability generating functional is not known [121]. Instead, we can approx-

imate the active SU transmitters as an independently thinned PPP using the coloring theorem

[73]. If λ̄u,t is the density of the active SU transmitters, it can be written as λ̄u,t = δλu,t, where

δ is the probability that any particular transmitter doesn’t fall within the guard region of a PU

receiver. Using the void probability, δ is obtained as δ = e−πλp,rR
2
G , and λ̄u,t = λu,te

−πλp,rR2
G .

However, recent research has established tight bounds for the interference from Poisson hole

processes which performs better than the independent thinning approximation [168]. But, the

mathematical tractability is less.

We will now derive the MGF of Iu for the two different system models for the underlay

network.

Voronoi model

When the Voronoi model is considered for the underlay network, we will consider two cases of

association where : 1) the receiver selects the closest transmitter, and 2) the transmitter initiates

communication and selects the closest receiver. The first scheme is more prevalent in traditional

mobile networks for the downlink and wireless LAN while the second scheme is more suitable

for ad-hoc and sensor networks.

• Receiver selects the closest transmitter

In this scheme, a receiver selects the closest transmitter to associate. Let the available SU

transmitters be denoted as the PPP Φ̄u,t. If the receiver is connected to the SU trans-

mitter z ∈ Φ̄u,t, the total interference from the underlay network is written as Iu =∑
i∈Φ̄u,t\z Iu,i, where Iu,i is the interference from the i-th SU transmitter. Iu,i is written
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as Iu,i = BPs|h|2r−αs , where Ps is the transmit power of a SU transmitter defined as

Ps = Pur
α
u,tx and ru,tx is the distance between a SU transmitter and the associated receiver.

rs is the distance from an interfering SU transmitter to the SU receiver in question, and B

is a Bernoulli random variable taking on the value 1 when ru,tx < D, and 0 otherwise.

Using the same technique used to obtain the distribution of rp,tx, the distribution of ru,tx can

be shown to have the approximate PDFRal(πλ̄u,t). Let β be the probability that ru,tx < D.

Then, β = 1− e−πλ̄u,tD2 .

Using the Campbell’s theorem, we can write MIu(s) as

MIu(s)=e

(∫∞
r Eru,tx

[
1−β+ β

1+sPur
α
u,txr

−α
s
−1

]
2πλ̄u,trsdrs

)
, (5.7)

where r(< D) is the distance between the receiver in question and the associated transmit-

ter. For any given associated receiver, r is deterministic. A closed-form solution for (5.7)

is not apparent, and can be solved using numerical techniques. A simplified equation for

MIu(s) obtained after some manipulations and a series expansion when sPurαu,txr
−α
s < 1

as

MIu(s) =≈ e

(
2πλ̄u,t

∑∞
k=1

(−sPu)k

(αk−2)(πλ̄u,t)
αk
2

r2−αk(Γ(αk2 +1)−Γ(αk2 +1,πλ̄u,tD2))
)
, sPu<<1.(5.8)

This method works when s << 1
Pu

, and this condition is satisfied for practical system

parameters. Furthermore, the mean interference E[Iu] can be derived as

E[Iu] ≈
(2πλ̄u,tPu

(α− 2)(πλ̄u,t)
α
2

r2−α
(

Γ
(α

2
+ 1
)
− Γ

(α
2

+ 1, πλ̄u,tD
2
))

, sPu<<1.(5.9)

For the special case when we do not take r to be deterministic, we need the distribution of

r. It is obtained by conditioning the distance distribution from any SU receiver to its active

closest SU transmitter (given as Ral(πλ̄u,t)) by the condition that the maximum allowable

distance is D (the distance from any SU receiver to its active closest SU transmitter should

not exceed D, and this event occurs with a probability of 1 − e−πλ̄u,tD2). As such, we can

write fr(x) = Ral(πλ̄u,t)

1−e−πλ̄u,tD2 , which is expressed for notational simplicity as TRal(πλ̄u,t, D).
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Therefore, if (5.8) is written as MIu(s) = eW , MIu(s) for non-deterministic r becomes

MIu(s) = eEr[W]. However, Er[W ] does not necessarily converge for k > 1. But, when

sPu << 1 and α < 4, the summation in (5.8) can be accurately approximated by the first

term. As such, the MGF can be written as

MIu(s) ≈ e

(
−2sPu

(α−2)(1−e−πλ̄u,tD
2

)
(Γ(α2 +1)−Γ(α2 +1,πλ̄u,tD2))(Γ(2−α

2 )−Γ(2−α
2
,πλ̄u,tD2))

)
, sPu<<1, α<4.(5.10)

• Transmitter selects the closest receiver

Here, the association attempt is initiated by the SU transmitter corresponding to a situation

where those nodes are the data generators. Within this scheme, an available SU transmitter

(∈ Φ̄u,t) selects the nearest SU receiver to associate with.

Let the SU receiver for which performance is analyzed be connected to the SU transmitter

z ∈ Φ̄u,t. The total interference from the underlay network is written similar to the previous

scheme as Iu =
∑

i∈Φ̄u,t\z Iu,i. Iu,i is written as Iu,i = CPs|h|2r−αs , where Ps is the transmit

power of a SU transmitter defined as Ps = Pur
α
s,rx. rs,rx is the distance between a SU

transmitter and the closest receiver and C is a Bernoulli random variable taking on the

value 1 when rs,rx < D, and 0 otherwise. Using the void probability of a PPP [73], the

distance rs,rx can be shown to have the PDF Ral(πλs,r). Let ζ be the probability that

rs,rx < D. Then, ζ = 1− e−πλs,rD2 .

Unlike the previous scheme, a complication arises when evaluating the MGF of Iu. Al-

though a transmitter selects its closest receiver node, from the point of the SU receiver for

which performance is evaluated, transmitter z is not the closest transmitter in general. As

such, we will approximate Iu as Iu ≈
∑

i∈Φ̄u,t
Iu,i. In effect, our approximation gives an

upper bound on the interference and thus the outage.

With the Campbell’s theorem, the MGF of the interference from underlay nodes MIu(s)

is written as MIu(s) ≈ e

(∫∞
0 Ers,rx

[
1−ζ+ ζ

1+sPur
α
s,rxr

−α
s
−1

]
2πλ̄u,trsdrs

)
. When α > 2, the MGF

becomes

MIu(s) ≈ e

(
− 2πλ̄u,te

−πλs,rD2

αλs,r

(sPu)
2
α

sin( 2π
α )

(
eπλs,rD

2
−πλs,rD2−1

))
. (5.11)
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The mean interference E[Iu] does not converge while using the simplified path loss model,

and thus we will use g(rs) = min (() 1, r−αs ). Using this, E[Iu] can be obtained as

E[Iu]=
παλ̄u,tPu

(α− 2)(πλs,r)
α
2

(
Γ
(α

2
+1
)
−Γ
(α

2
+1, πλs,rD

2
))
. (5.12)

Cluster model

Here, each SU receiver associates with its cluster head. We assume that all cluster heads (SU

transmitters) outside the guard regions of PU receivers are available for association, and thus

potentially active (with a density of λ̄u,t). If this assumption is not true, our analysis yields

a worst-case performance benchmark. Let these available SU transmitters be denoted by the

Poisson point process Φ̄u,t, and the particular receiver node whose performance is analyzed is

connected with the z-th cluster head where z ∈ Φ̄u,t. The interference from SU transmitters Iu

is written as Iu =
∑

i∈Φ̄u,t\z Iu,i, where the interference from the i-th SU transmitter is given

by Iu,i = Ps|h|2r−αsc . Ps is the transmit power of a SU transmitter, and rsc and |h|2 are the

distance and channel power gain between an underlay cluster head, and the SU receiver whose

performance is analyzed. The transmit power of the SU transmitter is given by Ps = Pur
α
c,tx,

where rc,tx is the distance between the i-th SU transmitter and its associated receiver. Due to

the SU receivers within a cluster forming a homogeneous PPP, they are uniformly distributed

spatially. Therefore, the CDF of rc,tx can be obtained by considering the number of nodes within

a distance x from the i-th SU transmitter as [88]

Frc,tx(x) =
x2(
dl
2

)2 , 0 < x <
dl
2
. (5.13)

Thus, the PDF of rc,tx is simply obtained by differentiating (5.13), and is expressed as frc,tx(x) =

2x
(dl2)2 , 0 < x < dl

2
, which is Lin(dl

2
).

Even though all SU transmitters outside guard regions should be active, if a SU receiver

requiring association does not exist, the given SU transmitter remains inactive. Let ρ be the

probability that the cluster head is actually associated with a receiver. Thus ρ is the probability

that at least a single SU receiver exists within the cluster given by ρ = 1−e−πλu,r
(
dl
2

)2
. By using

independent thinning [73], the density of active SU transmitters is obtained as ρλ̄u,t. Moreover,

for a given receiver, its cluster head may or may not be the closest transmitter, which is especially
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true for the receivers towards the cluster’s edge. This is because different clusters may spatially

overlap. Now, using Slivnyak’s theorem [74], [153], the interfering underlay base stations may

be approximated as a homogeneous PPP.

Therefore, using the Campbell’s theorem, MIu(s) can be written as

MIu(s)=e

(∫∞
0 Erc,tx

[
1

1+sPur
α
c,txr

−α
sc
−1

]
2πρλ̄u,trscdrsc

)
. (5.14)

When α > 2, we obtain a closed form expression for MIu(s) as

MIu(s) = e

(
− 2π2ρλ̄u,t

α
(sPu)

2
α

sin( 2π
α )

E[r2
c,tx]

)

= e

−π2ρλ̄u,t
α

(sPu)
2
α

(
dl
2

)2

sin( 2π
α )


. (5.15)

Using g(r) = min (() 1, r−αsc ), we find the mean interference E[Iu] to be

E[Iu] =

∫ ∞
0

E|h|2,rc,tx [Pu|h|2rαc,txr−αsc ]2πρλ̄u,trscdrsc

=
2πρPuλ̄u,tα

(
dl
2

)2

(α− 2)(α + 2)
. (5.16)

5.4 Outage analysis with massive MIMO enabled base stations

5.4.1 Channel estimation

Both primary and underlay base stations estimate the downlink channel, via an initial uplink

training phase. During which, the PU and SU receivers transmit pilot sequences to their serving

base stations.

Primary system

We now consider the set of pilot signals using the a-th (a ∈ {1, ...q}) pilot sequence arriving at a

primary base station. However, only a subsection of the primary and underlay base stations will

use the a-th pilot sequence. As such, those active primary and underlay base stations are denoted

by Φ̄p,t and Φ̄u,t respectively. Let φpr,la and φur,wa respectively be the PU receiver using the a-th

pilot sequence connected to φ̄p,t,l and the SU receiver using the a-th pilot sequence connected to

109



φ̄u,t,w, where φ̄p,t,l is the l-th PU transmitter ∈ Φ̄p,t and φ̄u,t,w is the w-th SU transmitter ∈ Φ̄u,t.

The received signal yk at the k-th primary base station (φ̄p,t,k ∈ Φ̄p,t) will be comprised of all

pilot signals using different pilot sequences from all associated PU receivers and SU receivers.

However, as orthogonal pilots are used, we restrict our attention to the signals containing the a-th

pilot sequence without the loss of generality. Let ȳka denote the received signal corresponding to

the a-th pilot sequence. Then, ȳk is written as

ȳka=
∞∑
l=1

hklar
−α
2
kla b

T
a

√
Pp,pr

α
2
la+

∞∑
w=1

hkwar
−α
2
kwab

T
a

√
Pp,ur

α
2
wa + wk, (5.17)

where hkla and rkla are the channel gain and distance between φ̄p,t,k and φpr,la, hkwa and rkwa

are the channel gain and distance between φ̄p,t,k and φur,wa, rla is the distance between φpr,la and

φ̄p,t,l, rwa is the distance between φur,wa and φ̄u,t,w, and wk is the received noise. The received

signal ȳka ∈ CM×L, wk ∈ CM×L, and hkla,hkwa ∈ CM×1.

The objective of φ̄p,t,k is to estimate the channel gain between it and φpr,ka, where φpr,ka ∈

Φp,r is the PU receiver using the a-th pilot sequence associated with φ̄p,t,k. If this channel gain is

denoted as hkka, the estimated channel gain ĥkka may be expressed as

ĥkka =
ȳkaba√
Pp,p

= hkka +
∞∑

l=1\k

hklar
−α
2
kla r

α
2
la +

∞∑
w=1

hkwar
−α
2
kwa

√
Pp,u
Pp,p

r
α
2
wa +

wkba√
Pp,p

. (5.18)

Underlay system

Within this subsection, we derive the estimated channel gain between the z-th underlay base

station φ̄u,t,z ∈ Φ̄u,t and its associated SU receiver using the a-th pilot sequence φur,za. If ȳza ∈

CN×L is the received signal at φ̄u,t,z corresponding to the a-th pilot sequence,

ȳza =
∞∑
l=1

hzlar
−α
2
zla b

T
a

√
Pp,pr

α
2
la

+
∞∑
w=1

hzwar
−α
2
zwab

T
a

√
Pp,ur

α
2
wa + wz, (5.19)

110



where the notation is analogous to the previous subsection. The estimated channel gain hzza is

obtained in a similar way to (5.18) as

ĥzza =
ȳzaba√
Pp,u

=hzza+
∞∑

w=1\z

hzwar
−α
2
zwar

α
2
wa+

∞∑
l=1

hzlar
−α
2
zla

√
Pp,p
Pp,u

r
α
2
la+

wzba√
Pp,u

. (5.20)

5.4.2 Downlink transmission

Interference from PU transmitters

A PU transmitter will estimate the channel and then transmit the data symbols to its associated

receivers in the downlink after performing matched-filter precoding. The downlink transmissions

to the receivers using the a-th pilot sequence occurs simultaneously. That is, the base stations

operate synchronously. This assumption allows us to characterize the maximum level of interfer-

ence due to pilot contamination.

Each base station φ̄p,t,j ∈ Φ̄p,t uses a precoding scheme where the transmit symbol to φpr,ja is

precoded with the estimated channel gain ĥjja. This process occurs for all associated receivers,

and the summation of the precoded signals are transmitted [153].

Our objective is to obtain the received signal at a typical SU receiver utilizing the a-th pilot

signal. Let φur,za denote this node which is associated with the z-th underlay base station φ̄u,t,z.

The received interference from primary base stations at φur,za is written as

Yza,p =
∞∑
j=1

h∗jzar
−α
2
jzaxj, (5.21)

where h∗jza and r
−α
2
jza are the channel gain and path loss between φ̄p,t,j and φur,za, and xj is the

transmit symbol by φ̄p,t,j . h∗jza is the reciprocal of the channel gain between φur,za and φ̄p,t,j be-

cause a TDD system is considered. The transmitted symbol vector after matched-filter precoding

(xj) is expressed as

xj =

qj∑
ν=1

ĥjjν

√
Pp
M
r
α
2
jjνdjν , (5.22)

where qj(< q) is the number of associated PU receivers of φ̄p,t,j , ĥjjν and rjjν are the estimated
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uplink channel and distance between φ̄p,t,j and φpr,jν , and djν is the data symbol intended for

φpr,jν . After scaling Yza,p with respect to
√
M , the asymptotic received interference signal from

primary base stations is written as

Ỹza,p = lim
M→∞

Yza,p√
M

= lim
M→∞

1

M

∞∑
j=1

h∗jzar
−α
2
jza

√
Pp

qj∑
ν=1

r
α
2
jjνdjν ×hjjν+∞∑

l=1\j

hjlνr
−α
2
jlν r

α
2
lν+

∞∑
w=1

hjwνr
−α
2
jwν

√
Pp,u
Pp,p

r
α
2
wν+

wjbν√
Pp,p

 . (5.23)

However, limM→∞
h∗jzahjlν

M
→ 0, ∀j, ν, l because independent and identically distributed channel

gains are considered for different links, and limM→∞
h∗jzawjbν

M
→ 0, ∀j. Furthermore, limM→∞

h∗jzahjwν

M
→

1 whenever w = z, ν = a. Thus, Ỹza,p can be expressed as

˜Yza,p =
∞∑
j=1

√
PpPp,u
Pp,p

r−αjzar
α
2
jjar

α
2
zadja. (5.24)

Downlink signal from SU transmitters

Similar to the downlink transmission from primary base stations, each underlay base station

φ̄u,t,i ∈ Φ̄u,t precodes its symbol to φur,ia with the estimated channel gain ĥiia. We will assume

that downlink transmissions from all SU transmitters occur at the same time. The received signal

from underlay base stations at φur,za is thus written as

Yza,u =
∞∑
i=1

h∗izar
−α
2
iza xi, (5.25)

where xi is defined by

xj =

qi∑
ν=1

ĥiiν

√
Pu
N
r
α
2
iiνdiν . (5.26)
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The number of associated SU receivers of φ̄u,t,i is denoted by qi(< q). After scaling Yza,u with

respect to
√
M , the signal from the underlay base stations is written as

Ỹza,u = lim
M→∞

Yza,u√
M

= lim
N→∞

1√
κN

∞∑
i=1

h∗izar
−α
2
iza

√
Pu

qi∑
ν=1

r
α
2
iiνdiν ×hiiν+ ∞∑

w=1\i

hiwνr
−α
2
iwνr

α
2
wν+

∞∑
l=1

hilνr
−α
2
ilν

√
Pp,p
Pp,u

r
α
2
lν+

wibν√
Pp,u


=

√
Pu√
κ

+
∞∑

i=1\z

√
Pu√
κ
r−αizar

α
2
iiar

α
2
zadia. (5.27)

The first term of (5.27) represents the desired signal to φur,za while the second term represents

the interference from SU transmitters.

Interfering base station density

In the previous subsections, we expressed the interference to φur,za from primary and SU trans-

mitters using the a-th pilot sequence (namely Φ̄p,t and Φ̄u,t). This subsection derives the densities

of these processes.

• Density of Φ̄p,t

We will first derive the density of density of Φ̄p,t denoted as λ̄p,t. To this end, we ap-

proximate Φ̄p,t as a thinned PPP [73] where the density λ̄p,t = ηλp,t. The factor η is the

probability that a particular base station uses the a-th (a ∈ {1, ...q}) pilot sequence.

We will consider a typical primary base station φp,t,k ∈ Φp,t. The number of users as-

sociated with φp,t,k is a random variable depending on the area of its Voronoi cell (S).

However, the exact distribution of the area of a Voronoi cell is not known. Consequently, a

two parameter gamma empirical approximation [169] has been shown to fit the exact size

distribution. Thus, the normalized cell size S̃ = S/S̄ is distributed as follows:

fS̃(y) ≈ βµ

Γ(µ)
yµ−1e−βy, 0 ≤ y <∞, (5.28)

where µ = 3.61, β = 3.57, and S̄ is the average size of a cell given by S̄ = 1
λp,t

.
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Let ω1 be the number of associated users with φp,t,k. When ω1 ≥ q, all the pilot sequences

will be used whereas when ω1 < q there exists a probability that the a-th pilot sequence is

not used by any user associated with φp,t,k. Thus, we can write η as

η = Pr[ω1 ≥ q] + Pr[ω1 < q]
Eω1\ω1<q[ω1]

q

=ES

[
∞∑
n=q

(λp,rS)n

n!
e−λp,rS+

1

q

q−1∑
ω1=1

(λp,rS)ω1

ω1 − 1!
e−λp,rS

]
. (5.29)

Substituting S = S̃S̄ and performing the expectation with respect to (5.28) we obtain

η =
βµ

Γ(µ)

∞∑
n=q

Γ(µ+ n)

n!(β + λp,r
λp,t

)µ+n

(
λp,r
λp,t

)n

+
1

q

βµ

Γ(µ)

q−1∑
ω1=1

Γ(µ+ ω1)

(ω1 − 1)!(β + λp,r
λp,t

)µ+ω1

(
λp,r
λp,t

)ω1

. (5.30)

• Density of Φ̄u,t for the cluster model

We now derive the density of Φ̄u,t for the cluster model denoted as λ̄u,t. Similar to before,

Φ̄u,t can be obtained by applying independent thinning on Φu,t. Therefore, λ̄u,t = θλ̂u,t,

and θ is the probability that a particular underlay base station uses the a-th pilot sequence

while λ̂u,t is given by λ̂u,t = θ̃λu,t, where θ̃ is the probability that a SU transmitter is not

inside the guard region of a PU receiver given by θ̃ = e−πλp,rR
2
G .

Let φu,t,z ∈ Φu,t be a typical active SU transmitter. Although the cluster area of φu,t,z is

fixed, the number of receivers associated with it (ω2) is still a random variable. We can thus

write θ as

θ = Pr[ω2 > q] + Pr[ω2 < q]
Eω2\ω2<q[ω2]

q

=
∞∑
n=q

(λu,r
πd2
l

4
)n

n!
e−λu,r

πd2l
4

+
1

q

q−1∑
ω2=1

(λu,r
πd2
l

4
)ω2

ω2 − 1!
e−λu,r

πd2l
4 . (5.31)

• Density of Φ̄u,t for the Voronoi model
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The density of Φ̄u,t for the Voronoi model (denoted as λ̄u,t) is written similar to the cluster

model as λ̄u,t = θλ̂u,t, where λ̂u,t = θ̃λu,t and θ̃ = e−πλp,rR
2
G . However, θ is analogous to η

and is written as

θ =
βµ

Γ(µ)

∞∑
n=q

Γ(µ+ n)

n!(β + λu,r

λ̂u,t
)µ+n

(
λu,r

λ̂u,t

)n

+
1

q

βµ

Γ(µ)

q−1∑
ω1=1

Γ(µ+ ω1)

(ω1 − 1)!(β + λu,r

λ̂u,t
)µ+ω1

(
λu,r

λ̂u,t

)ω1

. (5.32)

5.4.3 Interference characterization

We now characterize the interference at φur,za and obtain the outage probability. Using (5.24)

and (5.27), the aggregate interference (I) scaled with respect to
√
M can be written as I =

Ip + Iu, where Ip =
∑∞

j=1
PpPp,u
Pp,p

r−2α
jza r

α
jjar

α
za and Iu =

∑∞
i=1\z

Pu
κ
r−2α
iza r

α
iiar

α
za. Without the loss of

generality, we assume that d2
ja, d

2
ia = 1. The SIR5 (γ) at φur,za is written as γ = Pu

κ(Ip+Iu)
, and the

outage probability is expressed as

PO = Pr[γ < T ] = Pr[I >
Pu
κT

], (5.33)

where T is the threshold SIR required at a SU receiver. In order to evaluate PO, the distribution

of I is required.

To this end, we will first evaluate the MGF of I . However, because Ip and Iu are independent,

MI(s) becomes MI(s) = E[e−sIp ]E[e−sIu ] = MIp(s)MIu(s). Using the Campbell’s theorem

[73], MIp is expressed as

MIp(s)=e

(∫∞
0 E

[
e
−s

PpPp,u
Pp,p

r−2α
jza

rαjjar
α
za−1

]
2πλ̄p,trjzadrjza

)
, (5.34)

where the expectation is with respect to rjja and rza. Therefore, in order to evaluate (5.34), the

distributions of rjja and rza are needed.

5Note that SIR is equal to the SINR (signal to interference and noise ratio) because the noise power approaches
zero when scaled by

√
M .
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Cluster model

The variable rjja can be interpreted as the distance from a primary base station to any associated

receiver. However, the receiver can be located at any point within the Voronoi cell of φ̄p,t,j . It

has been shown in [170] that rjja has the approximate PDF given by Ral(πλp,t). However, it

is worth emphasizing that this is not the exact PDF due to correlations and dependence induced

by the structure of the Voronoi tessellation. On the contrary, rza which can be interpreted as the

distance between a cluster head and a random daughter node in the cluster has an exact simple

PDF given by Lin(dl
2

).

Using the PDFs for rza and rjja, and replacing rjza with r for clarity, we can simplify (5.34)

as

MIp(s)=e

∫∞
0 Erjja,rza

∑∞
v=1

(
−s

PpPp,u
Pp,p

r−2αrαjjar
α
za

)v
v!

2πλ̄ptrdr


= e

(∑∞
v=1

πλ̄pt
v!

(
−sPpPp,u
Pp,p

)v( αvdαvl Γ(αv2 +1)

(αv−1)2αv−1(αv+2)(πλp,t)
αv
2

))
. (5.35)

From (5.35), it is possible to obtain the first and second order statistics of Ip6 as E[Ip] =
ηPpPp,uαdαl Γ(α

2
+1)

Pp,p(α−1)2α−1(α+2)(πλp,t)
α
2 −1 and V ar[Ip] =

η(PpPp,u)2αd2α
l Γ(α+1)

P 2
p,p(2α−1)22α−1(α+1)(πλp,t)α−1 .

We now focus our attention Iu. Using the Slivnyak’s theorem [74], [153], the interfering

underlay base stations (Φ̄u,t\z) can be taken as forming a homogeneous PPP. Therefore, using

Campbell’s theorem [73], MIu(s) is written as

MIu(s) = e

(∫∞
0 E

[
e−s

Pu
κ r−2α

iza
rαiiar

α
za−1

]
2πλ̄u,trizadriza

)
, (5.36)

where the expectation is with respect to riia and rza. However, riia follows the distribution of rza

as all clusters have similar dimensions. Therefore, we can simplify (5.36) as

MIu(s) = e

(∑∞
v=1

πλ̄u,tαv

v!(αv−1)(
−sPu
κ )

v
(

dαvl
2αv−1(αv+2)

)2
)
. (5.37)

The expectation and variance of Iu are obtained from the moments of (5.37) as E[Iu] =
πλ̄u,tαPud2α

l

κ(α−1)(2α−1(α+2))2

and V ar[Iu] =
πλ̄u,tαP 2

ud
4α
l

κ2(2α−1)(22α(α+1))2 .

6The singularities at α = 0.5, 1 are irrelevant as those values do not occur in practical systems.
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Voronoi model

We now derive the MGFs of Ip and Iu under the Voronoi model for the underlay nodes. Under

this model, the distributions of rza and riia are different. rza has an approximate PDF obtained

using similar arguments to rjja which is given by Ral(πλ̂u,t). Now, we can simplify (5.34) as

MIp(s)=e

(∑∞
v=1

πλ̄pt
v!

(
−sPpPp,u
Pp,p

)v( αv(Γ(αv2 +1))2

(αv−1)(πλp,t)
αv
2 (πλ̂u,t)

αv
2

))
. (5.38)

The mean and variance of Ip are obtained for the Voronoi model as E[Ip] =
ηPpPp,uα(Γ(α

2
+1))2

Pp,p(α−1)(πλp,t)
α
2 −1(πλ̂u,t)

α
2

and V ar[Ip] = 2η(PpPp,u)2α(Γ(α+1))2

P 2
p,p(2α−1)(πλp,t)α−1(πλ̂u,t)α

.

When deriving MIu(s), the distribution of riia is need. However, this follows the same distri-

bution as rza as both involve SU receivers selecting the nearest SU transmitter. Thus, this PDF is

given by Ral(πλ̂u,t). With this, we can simplify (5.36) as

MIu(s) = e

∑∞
v=1

πλ̄u,tαv

v!(αv−1)(
−sPu
κ )

v

(
Γ(αv2 +1)

(πλ̂u,t)
αv
2

)2

. (5.39)

Furthermore, the mean and variance of Iu are obtained as E[Iu] =
θαPu(Γ(α

2
+1))2

κ(α−1)(πλ̂u,t)α−1
and V ar[Iu] =

2θαP 2
u(Γ(α+1))2

κ2(2α−1)(πλ̂u,t)2α−1
.

Now, in order to evaluate (5.33), I will be approximated as a gamma distribution using first

and second order moment matching [88]. The resulting gamma distribution has shape and scale

parameters of (E[Iu]+E[Ip])2

V ar[Iu]+V ar[Ip]
and V ar[Iu]+V ar[Ip]

E[Iu]+E[Ip]
respectively. The outage probability of a SU

receiver is finally expressed as

PO=1− 1

Γ
(

(E[Iu]+E[Ip])2

V ar[Iu]+V ar[Ip]

)γ((E[Iu] + E[Ip])
2

V ar[Iu]+V ar[Ip]
,

Pu
κT

V ar[Iu]+V ar[Ip]

E[Iu]+E[Ip]

)
. (5.40)

5.5 Numerical results

This section provides numerical outage probability of a SU receiver. We first investigate the

single antenna case, followed by the massive MIMO case.
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5.5.1 Single antenna

For this case, we use the parameters λu,t = 1 × 10−5, λp,t = 1 × 10−5, r = 50, RG = 20,

Pu = 1 × 10−8, and σ2 = 0 [37], [157]. The noise variance is set to zero in order to highlight

the effect of interference. We will denote the underlay association scheme where the transmitter

selects the closest receiver as Scheme 1, and the receiver selects the closest transmitter as Scheme

2.

Fig. 5.2 plots the outage probability of a SU receiver with respect to the required SINR

threshold. Although the outage probabilities differ significantly for different αwhen the threshold

(T ) is low, they converge to 1 as expected when T increases. The outage increase for higher α

occurs primarily due to the power control procedures which require an inversion of the path loss.

Although the outage of Scheme 2 is higher, the difference is not significant because the main

source of interference is the primary network.

The SU receiver outage is plotted vs. the required PU receiver power level Pp in Fig. 5.3.

The plots diverge for lower Pp due to interference from the primary network playing a less domi-

nant role. The outage probabilities drop significantly when the primary and SU receiver densities

are increased. For Scheme 1, this is due to the guard region surrounding each PU receiver. For

Scheme 2, in addition to this reason, the distance from an interfering SU transmitter to its associ-

ated receiver reduces; causing the transmit power to reduce, which in turn reduces interference.

Moreover, when the maximum allowable transmit distance D increases, the outage increases be-

cause more associations (requiring higher transmit power) are successful. It is also interesting to

note that Scheme 1 shows a worse outage performance compared to Scheme 2 when D = 200

and λp,r = λs,r = 1× 10−3.

We now investigate the performance of the cluster model. Fig. 5.4 plots the underlay outage

with respect to the threshold SINR level. The outage increases significantly when the path loss

exponent α increases. Moreover, the rate of outage decrease vs. the threshold is inversely pro-

portional to α. Furthermore, for each value of α, increasing the cluster radius dl further increases

outage. This is due to higher transmit power requirements for SU transmitters. When the thresh-

old increases, the effect of α decreases, and dl plays a bigger role. For example, above −28 dB,

having a cluster radius of 50 and α = 4 provides a lower outage than a cluster radius of 500 and

α = 3.
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Figure 5.2: Outage probability vs. the required SINR threshold T under different path loss
exponents α for the two underlay association schemes. D = 100, Pp = 1×10−8, λp,r = 1×10−4,
and λs,r = 1× 10−4.

5.5.2 Massive MIMO

This provides numerical results on the outage probability of a SU receiver for different system

parameters with massive MIMO base stations. The parameter values are Pp,p = −80 dBm, Pp,u =

−80 dBm, Pu = −70 dBm, q = 64, T = 1, RG = 20, M = 500, and κ = 1 unless stated

otherwise [37], [153], [171], [172].

We first investigate the cluster model for underlay nodes. As mentioned in Section II, the

cluster model is useful for sets of independent pico cells or wireless local area networks under-

layed within a cellular network or a terrestrial television network. Fig. 5.5 plots the variation of

the outage probability PO with respect to the path loss exponent α. As α increases, PO reduces

for all values of Pp and dl. However, the rate of decline varies slightly with α. Moreover, while

having a higher outage probability when other parameter values remain the same, a higher dl also

provides a greater outage variation when Pp is varied.

In Fig. 5.6, the outage probability is plotted with respect to the PU receiver density λp,r.

119



−110 −105 −100 −95 −90 −85 −80 −75 −70 −65 −60

10−6

10−5

10−4

10−3

10−2

Pc,p (dB)

P
O

Scheme 1, D = 100, λp,r = λs,r = 1× 10-4

Scheme 2, D = 100, λp,r = λs,r = 1× 10-4

Scheme 1, D = 200, λp,r = λs,r = 1× 10-4

Scheme 2, D = 200, λp,r = λs,r = 1× 10-4

Scheme 1, D = 100, λp,r = λs,r = 1× 10-3

Scheme 2, D = 100, λp,r = λs,r = 1× 10-3

Scheme 1, D = 200, λp,r = λs,r = 1× 10-3
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Figure 5.3: Outage probability vs. Pp under different λp,r, λs,r, and D for the two underlay
association schemes. α = 3, and T = 0.0001.

The plot shows a complex relationship without a clear trend. However, a higher cluster radius

dl always provides a higher outage. It is interesting to note that at λp,r ≈ −25 dB, all curves

roughly show a similar outage. However, it should be noted that they do not coincide at the

same exact value. For very low PU receiver densities, each set of values approach a steady

state outage without significant deviation when λp,r changes. However, when λp,r is high, the

curves under λp,t = 10−3 shows a slight increase before decreasing while all other curves show

a sharp decrease. The total interference is due to the sum of primary and underlay interference.

When λp,r is increased, two contradictory effects occur. First, as the area under guard regions

increase, there would be less underlay transmitters, and thus less underlay interferers. Second,

the proportion of idle primary transmitters with which no receiver is associated with decrease,

and thus primary interference is increased. However, for this second effect to be significant,

the primary interference should have played a significant role in the first place. Therefore, it

is not seen within the curves with λp,t = 10−4 for which the underlay interference is the main

contributor to the outage. However, when the primary transmitter density is sufficiently high
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Figure 5.4: Outage probability vs. the required SINR threshold T under different path loss
exponents α and cluster radii. Pp = 1× 10−8, λp,r = 1× 10−4, and λs,r = 1× 10−4.

(λp,t = 10−3), the primary interference still imparts a considerable impact on the outage, and

thus the second effect initially occurs as seen with the increased outage. However, the first effect

predominates as λp,r is increased further, and the outage drops.

We now move our attention to the Voronoi model for the SU network, which is useful when

multiple pico or wireless local area network base stations belonging to the same network cover

a particular geographical area. Fig. 5.7 plots the outage vs. the path loss exponent. While

increasing α reduces the outage, the rate of decrease changes with α, and this in turn depends

on the specific Pp and Pu values. Furthermore, for high Pu and low Pp values, the outage is

significantly lower at low α. Conversely, for low Pu and high Pp, the outage is significantly

higher due to the primary interference being comparatively higher with respect to the desired

signal power. We can observe that when Pp = Pu, the outage does not depend on the actual value

of Pp or Pu.

Fig. 5.8 plots the outage with respect to the SU transmitter density λu,t. For all values of λu,r,

there exists a λu,t value where the outage peaks. Moreover, increasing λp,t pushes the location of
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the maxima to the right; making it occur at a higher λu,t. The reason behind the outage peak is as

follows. When the SU transmitter density λu,t increases, the interference increases initially as the

number of concurrent transmissions increase, and a rise in the outage occurs. However, when λu,t

increases further, the additional SU transmitters will not have an associated receiver. Moreover,

an increased λu,t means a lower average cell size, and thus due to the path loss inversion based

power control, the transmit power of a SU transmitter reduces. Therefore, even the interference

from associated SU transmitters would reduce. The outage peak is significant when λu,r = 10−2

while it is insignificant for λu,r = 10−3. This is because having a higher λu,r means that the

additional SU transmitters would be associated to a receiver, creating interference. Conversely,

when λu,r is lower, only a small amount of the additional SU transmitters cause interference. As

such, the best way to reduce the outage peak is by having a lower SU receiver density.

We now investigate the effect of the ratio between PU and SU transmitter antennas κ on the

outage in Fig. 5.9. When κ is increased from 1 to 20, the change in outage is not very significant.

However, the trends of the change show significant differences with respect to the PU and SU

transmitter densities. While showing similar trends, λp,t = λu,t = 10−3 has a lower outage than

λp,t = λu,t = 10−4. Because the PU and SU receiver densities are comparable at 10−3, the

additional transmitters do not get associated with a receiver. Furthermore, the shrinking of cell

size causes the transmit power to drop, reducing interference.

5.6 Conclusion

This chapter analyzed the aggregate interference on a SU receiver from primary and other under-

lay base stations when the interfering base stations are single antenna type or massive MIMO. We

considered a path loss inversion based power control scheme for transmitting the pilot signals as

well as the primary and underlay data signals. The PU transmitters and receivers were modeled as

homogeneous PPPs in R2 while the underlay network was modeled in two ways: 1) as a Matern

cluster process with the cluster centres representing base stations, and 2) as homogeneous PPPs

in R2. All processes were assumed to be stationary. Moreover, two underlay association schemes

were analyzed and exclusion regions around the PU receivers were considered.

The MGF of the aggregate interference on a SU receiver and its outage probability were de-

rived for both single antenna scenarios and massive MIMO scenarios under pilot contamination.

For the single antenna case, the interference from the primary system was shown to be indepen-
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values of dl and Pp. λp,t = 10−4, λu,t = 10−4, λp,r = 10−2, λu,r = 10−2.

dent of the node densities. Furthermore, when the required power threshold for the PU receiver

(Pp) is comparative with the required underlay threshold (Pu), interference from the primary sys-

tem dominates, and the path loss exponent greatly affects the outage. However, when Pp < Pu,

the outage is significantly affected by the receiver densities and the maximum allowable under-

lay transmit distance. Moreover, increasing the cluster radius significantly increases the outage.

For the massive MIMO case, it was observed that while an increased path loss exponent reduced

the outage, the rate of decrease varied with threshold power levels and system parameters. Fur-

thermore, transmitter densities of both networks significantly affected the outage characteristics,

and a specific SU transmitter density maximizes the outage probability. Furthermore, when the

thresholds Pp and Pu are equal, the outage does not depend on the exact value of either.
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Chapter 6

Performance characterization of spatially random en-

ergy harvesting underlay D2D networks with trans-

mit power control

6.1 Introduction

D2D networks are a special case of underlay cognitive radio (CR) networks which allow simul-

taneous spectrum access for primary and secondary users in an interference tolerant basis [173],

[174]. The concept of multi-channel cognitive cellular networks, where macro base stations (BSs)

are underlaid with cognitive femtocell BS [2], provides an idea that D2D technology can also be

used to underlay the existing cellular networks [3]. However, D2D interference on the primary

network must be managed, and hence the enforcement of exclusion regions and transmit power

constraints may hinder the throughput of the D2D network.

In principle, D2D nodes can harvest energy and spend that energy in order to power their

transmissions. Harvested powers of 3.5 mW and 1µW have been achieved at 0.6 m and 11 m

respectively [120]. Moreover, it was shown in [175] that a ambient power of −25 dBm can be

observed in an environment with 800 MHz cellular base stations and that conversion efficiencies

of up to 19% were achievable. However, the uncertainty of energy harvests and interference from

other co-channel transmissions are significant challenges. While initial attention was directed

towards extracting energy from natural sources, radio frequency (RF) energy harvesting has re-

ceived heightened attention [176]. For example, this process allows D2D nodes to improve their

energy efficiency [177]–[181]. Although current harvesting circuits have limited capability, only
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low power is needed by underlaid D2D nodes in order to limit their interference on the primary

network. Thus, such nodes may survive on energy harvesting. However, spatial randomness of

radio nodes, transmit power control and propagation effects make the amount of harvested energy

stochastic [182], [183]. Thus, the power levels and frequency of transmissions of D2D nodes may

not be viable at times. Overall, proper design of energy harvesting schemes is vital to ensure a

reasonable performance.

6.1.1 Motivation and contributions

In this chapter, we investigate the energy harvesting process of a typical underlaid D2D node, Dt
from the down-link transmissions of a multi-channel primary cellular network. The amount of

energy harvested, say, Eh depends on the distances from Dt to the set of primary base-stations,

transmit power control and channel conditions. Having collected energy Eh, which is random,

Dt goes on to transmit to its associated D2D receiver. Note that Eh may not be sufficient for D2D

transmissions depending on the receiver distance and sensitivity. In order to reduce this risk, we

can consider energy harvests spanning multiple harvesting periods. An important factor is PLI

transmit power control, which is employed by both cellular and D2D transmitters. It will affect

both aggregate interference and link performance. Another critical question is to find suitable

harvesting schemes which ensure regularity of transmission and sufficient energy harvests.
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Figure 6.1: System model.

The specific problem investigated in this chapter can be explained as follows. In Fig. 6.1,

D2D nodes and cellular devices (both users and base stations) share the same spectrum, and D2D

nodes harvest the RF energy from cellular downlink transmissions. Each cell has K down-link
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channels and all base-stations are synchronous at network level. Our goal is to analyze the cumu-

lative effects of all spatial, channel, and power control effects on the amount of energy extracted

by a typical D2D node (Dt) and to develop suitable harvesting schemes. While the interference

on primary cellular users from D2D transmissions is also a critical concern, we will leave this for

a future work. To study the impact of spatial randomness in R2, we model primary transmitters,

primary receivers and D2D transmitters as three independent homogeneous Poisson point pro-

cesses (Fig. 6.1) , where primary receivers associate with their closest primary transmitters and

each D2D transmitter is associated with a corresponding receiver randomly distributed within a

given distance from it. To model propagation effects, log distance path loss and Rayleigh fad-

ing are assumed. The primary spectrum is divided in to multiple sub-bands. All transmitters

use path-loss inversion based power control. Furthermore, an exclusion region prohibiting D2D

transmissions is enforced around every primary receiver. The D2D transmitters harvest ambi-

ent RF energy from the primary system and transmit their data within a single sub-band. Our

contributions can be summarized as follows:

1. The aggregate ambient RF power at a typicalDt is the critical quantity. By using stochastic

geometry, we derive its moment generating function (MGF), mean and variance, and model

it as a Gamma random variable using moment matching. The derivation of the MGF is

complicated by the fact that K sub-bands are used by each base station, and because sepa-

rated power control schemes are employed for each sub-band by every base station. As an

auxiliary result, we also derive the probability of a primary transmitter using a particular

sub-band when cellular users are assigned any of the K sub-bands randomly without any

specific priority.

2. We propose four energy harvesting protocols for a typical D2D transmitter node Dt:

(a) Single time-slot harvest - Dt harvests for one period and then transmits irrespective

of the harvested energy.

(b) Multi slot harvest - Dt continues till the harvested energy satisfies transmission re-

quirements.

(c) N slot harvesting scheme - Dt harvests for N slots before it transmits.

(d) Hybrid harvesting - Dt can harvest energy for a maximum ofN slots, and harvesting
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process stops whenever extracted energy satisfies the transmission requirements.

The detailed descriptions of these can be found Section II.D.

3. We derive the probability of a successful energy harvest and being ready to transmit for the

four aforementioned schemes. Because temporal dynamics are at play, we utilize Markov

chains to model state transitions. Furthermore, we analyze the steady state probability of

being within the desired states.

4. We characterize the D2D link coverage performance for a channel assignment protocol

where each D2D transmitter selects a random sub-band for its transmission, for the four

proposed energy harvesting schemes. In deriving this, we consider the interference from

other D2D nodes and the cellular transmissions using the same sub-band.

6.1.2 Related work

Investigating energy harvesting by D2D nodes within a cellular setup has received the interest of

researchers. As the most relevant work, the authors in [112] investigate the feasibility of energy

harvesting for a multi-channel cellular system model similar to our work, and the D2D nodes

are found to be able to harvest sufficient energy to allow for their own transmissions. However,

the authors do not consider power control procedures, which will significantly alter the ambient

RF power. Moreover, while [112] focuses more on sub-channel assignment policies, our work

focuses on different energy harvesting protocols.

While other works also consider energy harvesting based networks, they do not necessarily

consider either power control, a multi-channel cellular setup, temporal correlations, or a com-

bination of these criteria. For example the fundamental trade-offs between the number of D2D

transmissions and the harvesting period, and the optimum spectrum partitioning factor are char-

acterized in [184]. Similarly, [185] investigates the resource management problem of energy

harvesting for an uplink cellular set-up. Moreover, [186] analyzes the network performance

when user-equipment relays harvest energy, and the authors develop an analytical framework

and model the status of the harvested energy as a Markov chain. In [187] the authors investi-

gate the effects of allowing multiple hops for transmission when the harvested energy of a D2D

node is insufficient, and it is shown that two hop D2D communication outperforms single hop

communication. Reference [57] analyzes a set of random primary and secondary nodes which
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communicate with their receivers located a fixed distance away, and derives the optimal transmit

power and secondary user density to achieve maximum throughput. Moreover, a novel energy

field model is introduced in [188] and the coverage probability of a cellular network powered

by energy harvesting is characterized, while a tractable K-tier heterogeneous model with energy

harvesting base stations is introduced in [189]. In addition, [190] proposes dynamic spectrum

and power allocation schemes, while [191] incorporates massive MIMO nodes in characterizing

the efficiency of energy harvesting D2D networks.

6.2 System model

This section introduces the spatial distribution of primary and D2D nodes, the wireless channel

model, receiver selection schemes, and power control procedures.

6.2.1 Spatial distribution

The network is broadly divided into primary and D2D nodes. We assume that both these networks

are co-located but separate. In other words, we assume that primary receivers do switch to be a

D2D node and vice-versa.

Primary network distribution

In this chapter, we will thus model primary nodes and D2D transmitters as homogeneous Pois-

son point processes [12], [38], [93], [192], [193], where the intensity of the process (average

node density) does not depend on the location. While non-homogeneous processes perhaps suit

actual real-world scenarios better, they are not amenable to more general analysis. As such, we

model the primary transmitters (e.g., base stations) and receivers with two such processes Φpt and

Φpr with intensities λpt(> 0) and λpr(> 0). Furthermore, since a base station typically serves

multiple receivers, we further assume that λpt < λpr. Moreover, it is assumed that Φpt and Φpr

are stationary, and mutually independent. All these assumptions are extremely common in the

literature.

The primary network employs universal frequency reuse [94], [112]. The frequency band

which is used for the downlink is divided into K > 1 sub-channels where each can accommodate

a different primary receiver [112]. In practical terms, these sub-channels are resource blocks

associated with modern cellular networks such as LTE (Long Term Evolution) systems [194].
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D2D network

This consists of transmitter and receiver pairs, and are distributed in R2. We model the D2D

transmitters as homogeneous Poisson point process Φd2d with intensity λd2d(> 0). On the other

hand, the D2D receivers are distributed uniformly in an annular area of radius dl centered on each

D2D transmitter. Without the loss of generality, each D2D transmitter is associated with a unique

receiver with probability one. However, if this probability is less than one, say, κ, then Colouring

Theorem [73] shows that the associated D2D transmitters follow a thinned homogeneous Poisson

process whose intensity is λ̂d2d = κλd2d
1.

6.2.2 Channel model

The propagation model incorporates power-law path loss and small scale fading. We assume

the simplified path loss model [3] where the received power follows (2.11). The value of α is

assumed to be constant within the k sub-bands. However, this model does not hold whenever

r → 0 as the received power PR → ∞. Therefore, we assume PR = PT (max(δ, r))−α where

δ = 1 is the reference distance. Because the probability of event {r ≤ δ} is very small, this

alteration does not significantly affect the overall statistics [157]. The small-scale fading follows

the Rayleigh fading model. Consequently, the channel power gain |h|2 follows (2.4). The fading

gains of different links are mutually independent.

6.2.3 Power control and transmitter-receiver association

Both primary and D2D transmitters employ PLI power control scheme in order to ensure a fixed

received power level on average. The level is called the receiver sensitivity2. If the sensitivities

of the primary and D2D receivers are respectively ρp and ρd2d, and the receiver distance is r, the

transmit power can be written as PT = ρ∗r
α, where ∗ ∈ {p, d2d} [83]. Although PLI power con-

trol can potentially lead to excessive transmit powers, this difficulty is alleviated in our system

model due to two reasons. First, primary transmitters are grid-connected base stations and are

not peak-power constrained. Second, the association distance between a D2D transmitter and re-

ceiver is less than the radius dl, which naturally lends to the limiting of peak-power requirements,

as the maximum possible transmit power requirement is ρd2dd
α
l .

1Here is an equivalent alternative interpretation. The D2D transmitters and receivers form separate independent
Poisson point processes, and each transmitter randomly selects a receiver within a distance dl, where a receiver can
be connected to multiple transmitters concurrently.

2Note that the instantaneous received power may still vary depending on small scale fading
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The general association rule for primary network is the closest association rule [157]. This

rule may be implemented with the help of GPS information, location databases, or periodic fixed-

power pilot sequences [195]. In general, the closest receiver link provides the best received power

on average. With such an association policy, we can divide the coverage area into Voronoii

cells surrounding each primary transmitter. In each cell, all primary receivers associate with the

primary transmitter. We assume that out-of-cell associations do not take place. Accordingly, the

associated distance between a primary receiver and transmitter relates to the void probability of

a Poisson point process, and follows the Rayleigh distribution with [73]

fX(x) = 2πλptxe
−πλptx2

, 0 < x <∞. (6.1)

Without any loss of generality, we assume that all primary receivers connect with a primary

transmitter, and that no receiver is idle unless all the sub-bands of the transmitter are occupied.

The Colouring theorem [73] can be easily employed if only a subset of the primary receivers need

to be serviced at any given time.

For the D2D network, the association rule is simple where each transmitter connects with

its paired receiver. The transmitter-receiver distance is obtained as follows. With respect to any

transmitter, the receiver can be uniformly located within an annular region of radius dl [112].

Thus, the CDF of the transmitter-receiver distance X becomes FX(x) = πx2

πd2
l
, 0 < x < dl.

Differentiating this CDF yields the PDF which follows a linear distribution

fX(x) =
2x

d2
l

, 0 < x < dl. (6.2)

Similar to the primary network, without loss of generality, each D2D transmitter has data to be

disseminated at any given time instant.

Because D2D transmissions may occur simultaneously with those of primary network, guard

regions must be employed [120]. These are D2D-free zones around the primary users, and clearly

limit the potential interference. The guard regions can be broadcast dynamically through periodic

control sequences from the primary users [37], [157]. There are two placement options for the

guard zones: (1) around primary receivers or (2) around primary transmitters. We assume option

one, but not two. This assumption is due to several reasons. First, what is needed in the underlay

mode is the interference temperature at each primary receiver is below a threshold. Thus, main
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requirement to limit interference on primary receivers. Second, if option two is adopted, the

primary receivers outside or close to the cell edge may not be detected by sensing algorithm and

will suffer interference. Third, as energy must be harvested from primary transmissions, the close

proximity of D2D nodes to primary transmitters reduces the path loss and increases the energy

harvest , but option two prevents that.

The guard regions are assumed to be annular regions with a radius of dg. Let Φpr be denoted

by the set of points {x1, x2, ...}, and φpr,i be the primary receiver located at xi, (xi ∈ Φpr). The

guard region encircling φpr,i is thus denoted as b(xi, dg). Therefore, if Φd2d is represented by

{y1, y2, ...}, and node Dt is a typical D2D transmitter located at yj (j ∈ Φd2d), it is precluded

from transmitting if yj ∈ AG . Here, AG ∈ R2 is the area of all the guard regions given by AG =⋃
i∈Φpr

b(xi, dg). Now, let the process of D2D transmitters outside AG be denoted as Φ̃d2d. Φ̃d2d

is non-homogeneous, and forms what is termed a Poisson hole process. Let ν be the probability

that node Dt lies outside AG , and alternatively is the probability that no primary receiver falls

within a distance dg from node Dt. We can thus obtain ν from (2.14) as ν = e−πλprd
2
g .

6.2.4 D2D network operation

The D2D transmitters power their circuits with the energy harvested from ambient primary RF

emissions. We assume that the power conversion circuits have an efficiency of β(< 1), and that

energy is harvested in the downlink phase from all sub-bands. Moreover, we assume that each

D2D transmitter is always ready to transmit. Let a primary downlink time slot have length T . If

the D2D transmitter requires additional energy at the beginning of a time slot, it will allocate the

entire time slot for energy harvesting. Therefore, even in the best case scenario when the required

energy is harvested in each time slot, data transfer is performed only on 50% of the time slots.

Energy harvesting is subject to inherent unreliability because the harvested amount may not

be enough to ensure that the receiver sensitivity is met [112]. Moreover, if harvesting time in-

creases, the fraction of time available for data transfer will decrease, increasing delay and reduc-

ing spectral efficiency. To balance such conflicting requirements, we next propose four different

energy harvesting schemes for a typical D2D transmitter (i.e., node Dt for brevity). The four

schemes are subject to two common conditions. First, Dt uses up all harvested energy for its

own transmissions and returns to the zero power state after each transmission. An extended work

which removes this assumption is found in [196]. Second, the transmission of Dt are subject to
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the guard zones around primary receivers (i.e., there are no transmissions).

1. Single-slot harvesting

• Energy is harvested in slot 1. Let the power level associated with this energy be

PEH (The energy harvesting process is explained in detail in the subsequent sections).

PEH = βPT where the ambient RF power at node Dt is P .

• If PEH < PTT , node Dt transmits at PEH during the subsequent time slot as long as

it’s outside the guard region AG . Here, PTT is the required transmit power to ensure

the receiver’s sensitivity with PLI power control given by PTT = ρd2dr
α
d2dT , where

the distance between node Dt ∈ Φd2d and its receiver is denoted as rd2d.

• If PEH > PTT , node Dt transmits at PTT during the subsequent time slot.

• If node Dt is within AG , no transmission occurs.

It’s worth noting that the data transmission occurs irrespective of the harvested energy level.

However, the transmit power could vary. If enough power is harvested, PLI power control

ensures that node Dt has enough to satisfy the receiver’s sensitivity requirement. But, if

this is not satisfied, the transmission occurs using the harvested energy without any power

control procedure. This scheme is most appropriate when the D2D users must transfer time

critical data to because a transmission is guaranteed every two time slots subject to node

Dt being outside a guard region.

2. Multi-slot harvesting

Node Dt waits multiple time slots till the harvested energy is greater than the required

transmission energy to ensure the receiver’s sensitivity requirement through PLI power

control. The specific protocol is as follows.

• Energy is harvested in slot 1.

• If PEH < PTTm , energy harvesting occurs at the subsequent time slot. This process

continues till PEH > PTTm , where PTTm is the maximum energy required to transmit,

given by PTTm = ρd2dd
α
l T .
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• Whenever PEH > PTTm , node Dt transmits at PTTm during the subsequent time slot

as long as Dt is outside AG .

• If node Dt is within AG , no transmission occurs.

However, if this sensitivity requirement is high or if the ambient RF energy from the pri-

mary system is low, it can take a significant amount of time slots for node Dt to charge

fully, which reduces its ability to transmit at the start of a given time slot. On the flip side,

the eventual transmission has a high probability of success to ensure that receiver sensitiv-

ity requirements are met. This scheme is most suitable under one or more of the following

conditions: the data is not time critical and the data generation is irregular and infrequent.

3. N -slot harvesting

This is an extension of the single slot harvesting scheme to N slots, and the protocol can

be summarized as below.

• Energy is harvested by node Dt in slots 1 to N .

• If PEH < PTT , node Dt transmits at PEH during the subsequent time slot (N + 1).

• If PEH > PTT , node Dt transmits at PTT during the subsequent time slot.

• If the D2D transmitter is within AG , no transmission occurs.

While keeping the regularity of single slot harvesting, N slot harvesting attempts to har-

vest more energy before the transmission is conducted so that the resulting transmission is

successful. Moreover, similar to single slot harvesting, transmission occurs irrespective of

the harvested energy after N harvesting slots. With this scheme, the selection of N must

be performed judiciously. While a small N provides regular transmission opportunities, it

also constrains the harvested power.

4. Hybrid harvesting
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Hybrid harvesting is a cross between N slot harvesting and multi slot harvesting. Within

this scheme, node Dt can harvest energy for a maximum of N slots. However, if the

harvested energy exceeds PTT before theN slots are up, nodeDt aborts the harvesting and

transmits within the subsequent slot. In other words, the hybrid harvesting scheme is multi

slot harvesting with a cap of N harvesting slots. If the harvested energy is still lower than

PTT after N time slots, node Dt has no option other than transmitting using the harvested

energy as long as it is outside the guard regionAG . This scheme keeps the predictability of

the N slot harvesting scheme by forcing a transmission after a pre-determined period. But

it goes a step further by providing the flexibility to cease energy harvesting if the required

energy amount is harvested beforeN periods. The specific protocol can be summarized as

below.

• Energy is harvested in slot 1.

• If PEH < PTT , energy harvesting ocurs at the subsequent time slot. This process

continues till either PEH > PTT or till the N -th time slot.

• Whenever PEH > PTT , node Dt transmits at PTT during the subsequent time slot as

long as it’s outside the guard region AG .

• If PEH < PTT even after the N -th time slot, node Dt transmits at PEH during the

subsequent time slot as it’s outside the guard region AG .

• If the D2D transmitter is within AG , no transmission occurs.

As mentioned before, the D2D transmitters use one of the K > 1 different sub-bands for

their transmissions. The selected sub-band determines the resultant interference on both the

primary and D2D receivers. To limit this, we will consider the random selection of a sub-band by

each D2D transmitter. This protocol reduces lower intra-D2D interference as the different D2D

transmissions may occur in different sub-bands. However, on the downside, as no particular band

is free from a potential D2D access, all primary transmissions may be adversely effected. An

alternative is to restrict all D2D transmissions to a particular sub-band q ∈ {1, . . . , K} which has

the lowest usage by the primary system. Such a protocol lowers inter-network interference when

the number of primary receivers within a cell falls below K. However, it incurs disadvantages of

138



high intra-D2D interference and high interference on primary receivers on band q. Moreover, it

needs substantial amount of prior network information, and thus will not be analyzed.

6.3 Energy harvesting

In this section, we will derive total harvested energy in each of the four harvesting schemes and

the probability of a successful energy harvest within the harvesting period.

In many cases, since exact distributions of random variables are generally intractable, MGF

(moment generating function) is widely used [88]–[94]. The MGF can be obtained relatively

easily when there is a sum of independent variables [88], [93].

Let P be the received ambient RF power (i.e., βPT is the harvested energy) at node Dt,

which we place at the origin without the loss of generality. Ambient power P emanates from all

primary transmitters, hence we write P =
∑

l∈Φpt
Pl, where Pl is the ambient RF power from

the l-th primary transmitter φpt,l. Pl is written as Pl =
∑K

k=1Ck,lρpr̂
α
k,l|hl|2g(rl), where the term

ρpr̂
α
k,l is the transmit power from φpt,l to the primary receiver using the k-th sub-band located at a

distance of r̂k,l from it. Quantities |hl|2 and g(rl) = min (() 1, r−αl ) are respectively small-scale

channel power gain and the path loss between φpt,l and Dt, and Ck,l is the probability that the

k-th (1 ≤ k ≤ K) sub-band is in occupation during the specific harvesting time-slot.

To conduct further analysis with P , we will evaluate its MGF, which is defined as MP (s) =

E[e−sP ]. Using Campbell’s Theorem [73], we can write MP (s) as

MP (s) = e

∫∞
0 E

[
e
−s
∑K
k=1 Ck,lρpr̂

α
k,l|hl|

2g(rl)−1

]
2πλptrldrl

. (6.3)

Using the fact that 1
1+x

=
∑∞

v=0(−x)v, and averaging with respect to |hl|2 and rl we can simplify

MP (s) as

MP (s) = e

(∑∞
v=1

πλptαv

αv−2
(−sCk,lρp)vE[(

∑K
k=1 r̂

α
k,l)

v ]
)
. (6.4)

Because P and its MGF are of complicated forms, it is advantageous to approximate P with

a well known random variable. It has been shown that the received power from a random field of

base stations follows a skewed α-stable distribution, which can be closely modeled as a Gamma

r.v. with hape and scale parameters kP and θP respectively [88]. For this, we can match actual

moments of P are with those of the Gamma r.v. To this end, we use MGF to derive the moments
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of P , where the n-th moment is given by E[P n] = (−1)n
[
dn

dsn
MP (s)

]
s=0

. Therefore, we can find

E[P ] and VAR[P ] when α > 2 as follows:

E[P ] =
Γ
(
α
2

+ 1
)
αKCk,lρp

(πλpt)
α
2
−1(α− 2)

, (6.5)

VAR[P ]=
α(Ck,lρp)

2K

(πλpt)α−1(α− 1)

(
Γ(α+1)−

(
Γ
(α

2
+ 1
))2

(1−K)

)
. (6.6)

Via moment matching, shape and scale parameters kP and θP are obtained as kP = (E[P ])2

VAR[P ]
and

θP = VAR[P ]
E[P ]

.

6.3.1 Derivation of the probability of sub-band occupation

All K sub-bands used by the primary transmitter φpt,l have equal probabilities to be assigned for

communication with a primary receiver, and thus Ck,l remains constant ∀k ∈ {1, 2, ..., K}. From

intuition, Ck,l depends on the number of primary receivers associated with φpt,l, which is itself

dependent on the area of its Voronoii cell. However, the area of a Voronoii cell has no exact

distribution. But, an accurate approximation can be made using the Gamma distribution [169]. If

B and B̄ are the cell area and average cell area, the normalized area B̃ = B
B̄ of a Voronoii cell is

given by fB̃(x) = βµvv
Γ(µv)

xµv−1e−βvx, where βv = 3.57, µv = 3.61, and B̄ = 1
λpt

.

If the number of primary receivers associated with φpt,l is Z, Ck,l can be expressed as

Ck,l\z = Pr[Z ≥ K] +
K−1∑
z=1

Pr[Z = z]
z

K
. (6.7)

Using (2.14) for a given area B and subsequent averaging by the distribution of fB̃(x) results in

Ck,l =
βµvv

Γ(µv)

(
∞∑
z=K

Γ(µv + z)ηz

z!(βv + η)µv+z
+
K−1∑
z=1

Γ(µv + z)ηz

K(z − 1)!(βv + η)µv+z

)
, (6.8)

where η = λpr
λpt

.

6.4 D2D transmission probability

In this section, we derive the transmission probability of a D2D transmitter for four energy har-

vesting schemes. For all four schemes, we assume that the energy level drops to 0 after a trans-

mission. Moreover, we assume that each D2D transmitter has data to be transmitted at the start

of a given time slot.
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6.4.1 Single slot harvest

This scheme is described in Page 136, where node Dt attempts a transmission irrespective of

the energy harvest provided Dt lies outside the guard region. The distance between the node

Dt ∈ Φd2d and its receiver, rd2d, is distributed as (6.2). If the harvested energy βPT > ρd2dr
α
d2dT ,

the transmitted power PDt = ρd2dr
α
d2d. However, whenever βPT < ρd2dr

α
d2dT , PDt = βP .

Therefore, τ = Pr[PDt = βP ] can be obtained as

τ = Pr

[
P <

ρd2dr
α
d2d

β

]
=

∫ dl

0

2x

d2
l Γ(kP )

γ

(
kP ,

ρd2dx
α

βθP

)
dx, (6.9)

where (10) is obtained after first evaluating τ conditioned on rd2d, and then averaging over (6.2).

Let pss be the probability that Dt is ready to transmit at the start of a time slot at steady state.

Due to the temporal effects, we use a two state Markov chain: charged (state 1) and uncharged

(state 0). While Dt always transitions from the uncharged state to the charged state at the start of

the next time slot, it only transitions from the charged state to the uncharged state if it lies outside

the guard region AG . The state transition matrix Q can be written as

Q =

0 1

ν 1− ν

 .
Let Ω = [ω0 ω1] be the vector comprising steady state probabilities of Q. During steady state,

Ω = ΩQ, and we can derive pss = ω1 = 1
1+ν

. Thus, the probability of conducting a transmission

at the start of a time slot is νpss.

6.4.2 Multi-slot harvest

As mentioned in Section II, under multi-slot harvesting, node Dt harvests energy in multiple

time slots until the total harvested energy βPT is greater than the maximum energy required to

transmit, which is ρd2dd
α
l T . While the harvested energy at the end of a time slot does not confine

to discrete levels, for mathematical convenience, we divide the energy levels into M + 1 discrete

states where M can be increased arbitrarily to better reflect the non-discrete nature of the energy

level. The 0-th and M -th states respectively denotes the uncharged and fully charged levels. Let
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Figure 6.2: Markov chain model for multi-slot harvesting with M = 3.
the power level of the δ-th state (0 < δ < M ) be denoted as Eδ. If Dt was initially in state 0,

it would transition to state δ whenever Eδ ≤ βPT < Eδ+1, remain at state 0 if βPT < E1, and

reach state M if βPT ≥ EM . Similarly, whenever Dt is initially at state δ, the transitioned state

increases correspondingly.

The state transition diagram is in Fig. 6.2, and the state transition matrix Q (with the vector

of steady state probabilities being Ω = [ω0 ω1 . . ωM ]) is expressed as follows.

Q =



p0 p1 p2 . pM−1 1−
∑M−1

g=0 pg

0 p0 p1 . pM−2 1−
∑M−2

g=0 pg

0 0 p0 . pM−3 1−
∑M−3

g=0 pg

. . . . . .

0 0 0 . p0 1− p0

ν 0 0 . 0 1− ν


.

Here pg(g ∈ {1, 2, 3, ...,M − 1}) refers to the probability of transitioning g states higher from

the initial state, and can be expressed as

pg = Pr

[
gρd2dd

α
l

βM
≤ P <

(g + 1)ρd2dd
α
l

βM

]
=

1

Γ(kP )

(
γ

(
kP ,

(g + 1)ρd2dd
α
l

βMθP

)
− γ

(
kP ,

gρd2dd
α
l

βMθP

))
. (6.10)

Let pms be the probability that Dt is ready to transmit at the start of a time slot, which is also

the steady state probability of being at state M . We can obtain pms as

pms = ωM =
1

1 +
∑M−1

g=0 Dg
. (6.11)
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Here, D0 = −ν
p0−1

, and Dg = −1
p0−1

(
∑g−1

h=0 pg−hDh) for 1 ≤ g ≤ M − 1. It can be easily seen that

(6.11) reduces to pss when M = 1 and p0 = 0. The probability of conducting a transmission at

the start of any time slot is thus νpms.

6.4.3 N slot harvest

Let βPT,NT be the harvested energy at the end of N time slots. PT,NT is written as

PT,N = P1 + P2 + · · ·+ PN , (6.12)

where Pw, w ∈ {1, 2, . . . ,N} is the ambient power available to be harvested during the w-th time

slot. It should be noted that Pw ∀w are independent and identically distributed random variables

having the distribution of P (Gamma with shape and scale parameters kP and θP ). As such, PT,N

is also Gamma distributed with shape and scale parameters NkP and θP respectively.

Whenever the harvested energy βPT,NT > ρd2dr
α
d2dT , the transmit power PDt = ρd2dr

α
d2d.

But, when βPT,NT < ρd2dr
α
d2dT , PDt = βPT,N because transmission occurs after N slots irre-

spective of the harvested energy. Thus, we can write τ = Pr[PDt = βPT,N ] as

τ = Pr[PT,N <
ρd2dr

α
d2d

β
]

=

∫ dl

0

2x

d2
l Γ(NkP )

γ

(
NkP ,

ρd2dx
α

βθP

)
dx. (6.13)

We now require the probability that a typical D2D transmitter Dt is ready to transmit at the

start of a given time slot, which is denoted by pN s. Similar to the previous schemes, we will use

a Markov chain in order to account for the temporal effects. This chain will have N + 1 states,

where the δ-th state (0 ≤ δ ≤ N ) corresponds to the state after charging for δ time slots. As

such, the 0-th state is the uncharged state while the N -th state is the state where transmission is

conducted. While the current state δ < N , transition always occurs to the subsequent state (δ+1)

after charging for a time slot. When the current state is N , transmission can occur whenever Dt
is outside the guard regionAG , and a transition occurs to the 0-th state. Conversely, whenever Dt
is located within AG , no transmission occurs and the state remains atN . This can be written as a

143



2 30 1

(1-ν)q1

1-ν 

1-q2
1 1-q1

ν 

(1-ν)q2

νq2νq1

Figure 6.3: Markov chain model for hybrid harvesting with N = 3.

state transition matrix Q where

Q =



0 1 0 . 0 0

0 0 1 . 0 0

. . . . . .

0 0 0 . 1 0

0 0 0 . 0 1

ν 0 0 . 0 1− ν


.

If Ω = [ω0 ω1 . . . ωN ] be the steady state probability vector. pN s is thus equivalent to ωN , which

is the steady state probability of being at state N . Thus we can obtain pN s as

pN s =
1

1 +N ν
. (6.14)

It can be observed that pN s reduces to pss whenever N = 1. The probability of Dt conducting a

transmission at the start of any time slot is thus νpN s.

6.4.4 Hybrid harvest

The state transition diagram for this harvesting scheme is shown in Fig. 6.3. It should be noted

that while the states of Fig. 6.2 represented distinct levels of energy, the states in Fig. 6.3

represent the states after particular time slots. Similar to the N slot harvesting scheme, the

Markov chain will have N + 1 states. While the δ-th state (0 ≤ δ ≤ N ) corresponds to the state

after charging for δ time slots similar to the N slot harvesting scheme, there are some notable

differences as well. If the D2D transmitter is fully charged at the δ-th state, it either remains

within that state if it’s within the guard region AG or transmits and transitions back to the 0-th

uncharged state if outside AG .
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Let the harvested energy after w time slots (0 < w ≤ N ) be βPT,wT . As described in the

previous subsection (Section III C), PT,w follows a Gamma distribution with shape and scale

parameters of wkP and θP . If qw is the probability that the D2D transmitter harvests sufficient

energy after w time slots, qw can be expressed as follows.

qw = Pr [βPT,wT > ρd2dr
α
d2dT ]

= 1−
∫ dl

0

2x

d2
l Γ(wkP )

γ

(
wkP ,

ρd2dx
α

βθP

)
dx. (6.15)

Now, we will evaluate the probability that the transmit power of node Dt PDt 6= ρd2dr
α
d2d.

After N time slots, transmission occurs irrespective of the harvested energy. Therefore, if Dt
harvests energy for the full N time slots, and if the harvested energy βPT,NT < ρd2dr

α
d2dT ,

PDt = βPT,N . Thus, we can express τ = Pr[PDt = βPT,N ] as

τ =
N∏
w=1

(1− qw), (6.16)

where qw is given in (6.15).

The state transition matrix Q is written as

Q =



0 1 0 . 0 0

νq1 (1− ν)q1 1− q1 . 0 0

. . . . . .

νqN−2 0 0 . qN−1 0

νqN−1 0 0 . (1− ν)qN−1 1− qN−1

ν 0 0 . 0 1− ν


.

Let Ω = [ω0 ω1 . . . ωN ] be the steady state probability vector. During steady state, Ω = ΩQ.

After solving this expression for different ωδ(δ ∈ {0, 1, . . . ,N}), we obtain

ωδ =


1

(1−(1−ν)q1)
ω0 , δ = 1∏δ−1

g=1(1−qg)∏δ
h=1(1−(1−ν)qh)

ω0 , δ = 2, 3, . . . ,N − 1∏δ−1
g=1(1−qg)

ν
∏δ−1
h=1(1−(1−ν)qh)

ω0 , δ = N

, (6.17)
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ω0 =
1

1 + 1
(1−(1−ν)q1)

+
∑N−1

δ=2

∏δ−1
g=1(1−qg)∏δ

h=1(1−(1−ν)qh)
+

∏N−1
g=1 (1−qg)

ν
∏N−1
h=1 (1−(1−ν)qh)

(6.18)

where ω0 is given in (6.18).

Let phs be the probability thatDt is ready to transmit at the beginning of a particular time slot

under the hybrid harvesting scheme. This probability is composed of multiple components where

each component comprises the ready-to-transmit probability after each harvesting slot. Thus, we

may write phs as

phs =
N−1∑
δ=1

ωδqδ + ωN ,N ≥ 2. (6.19)

Whenever N = 1, the hybrid harvesting scheme reduces to the single slot harvesting scheme.

The probability of the D2D transmitterDt actually conducting a transmission is therefore written

as νphs.

6.5 D2D receiver performance

Here we analyze the coverage performance of a D2D receiver where each D2D transmitter ran-

domly selects a sub-band k(k ∈ {1, 2, ..., K}) when it is ready to transmit. If γd2d is the SINR

at the D2D receiver associated with Dt, we can write it as γd2d =
Pd2d,j

IP+Id2d+σ2
n

, where Pd2d,j is the

received power from Dt, IP is the interference from primary signals within the k-th sub band,

Id2d is the interference from other D2D transmissions, and σ2
n is the noise power.

Coverage occurs if γd2d > γT , where γT is a threshold SINR level. Coverage probability

PC = Pr[γd2d > γT ] may thus be expressed as

PC = τ Pr

[
βP |hd2d|r−αd2d

IP + Id2d + σ2
n

> γT

]
+ (1− τ) Pr

[
ρd2d|hd2d|

IP + Id2d + σ2
n

> γT

]
, (6.20)

where τ is defined in (6.9). Note that for the multi slot harvesting scheme τ = 0, and the first term

of (6.20) vanishes. After several mathematical manipulations and ignoring the negligible inter-

ference from D2D transmitters when a full charge does not occur (for the single slot scheme), we

can express PC as (6.21) where the remaining integrals must be performed numerically. However,
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PC =

∫ dl

rd2d=0

∫ ρd2dr
α
d2d

β

P=0

e
−σ2

nγT r
α
d2d

βP MIp(
γT r

α
d2d

βP
)
P kP−1e

− P
θP

Γ(kP )θP

2rd2d

d2
l

dPdrd2d

+ (1− τ)e
−σ2

nγT
ρd2d MIp(

γT
ρd2d

)MId2d(
γT
ρd2d

) (6.21)

in order to evaluate (6.21), the MGFs of Ip and Id2d are needed.

The interference from primary network is composed of signals from k-th sub band primary

transmitters. Thus, these interfering primary transmitters form a thinned homogeneous Poisson

point process with density Ck,lλpt, where Ck,l follows (6.8), and the interference from a single

primary transmitter φpt,l is written as IP,l = ρpr̂
α
k,l|hl,r|g(rl,r), where |hl,r| and g(rl,r) = r−αl,r are

respectively the channel power gain and path loss between the l-th interfering primary transmitter

and the receiver associated with Dt. Thus, making use of Slyvniak’s and Campbell’s theorems,

we can write MIp(s) = e

(∫∞
0 E

[
e
−sρpr̂αk,l|hl,r |r

−α
l,r −1

]
2πCk,lλptrl,rdrl,r

)
. After first averaging with re-

spect to |hl,r|, performing the integral, and finally averaging with respect to r̂k,l we get

MIp(s) = e

(
−

2π2Ck,lλp,t(sρp)
2
α

αsin( 2π
α )

E[r̂2
k,l]

)
= e

(
−

2πCk,l(sρp)
2
α

αsin( 2π
α )

)
. (6.22)

We now focus our attention on deriving the MGF of Id2d. Id2d is composed of the interference

from other D2D transmitters occupying the k-th sub band. For interference to occur from the jj-

th D2D transmitter, it must be ready to transmit, be outside guard regions, and must choose the

k-th sub band. As these conditions occur independently from other D2D transmitters within Φd2d,

the interfering D2D transmitters can be approximated by a thinned homogeneous Poisson point

process with a density of νp∗λd2d
K

, where ∗ ∈ {ss,ms}. Now the interference from the jj-th D2D

transmitter can be written as Id2d,jj = Pjj|hjj,r|g(rjj,r), where |hjj,r| and g(rjj,r) = r−αjj,r are the

channel power gain and path loss between the jj-th interfering D2D transmitter and the receiver

associated with Dt, while Pjj is the transmit power of the jj-th interfering D2D transmitter.

Using a similar method to the derivation of (6.22), we can write MId2d as

MId2d = e

(
− 2π2νp∗λd2ds

2
α

αKsin( 2π
α )

E[P
2
α
jj ]

)
. (6.23)
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The expectation E[P
2
α
jj ] can be expressed as

E[P
2
α
jj ] = τE[β

2
αP

2
α ] + (1− τ)E[ρ

2
α
d2dr

2
d2d], (6.24)

where the first and second expectations are respectively with respect to P |P <
ρd2dr

α
d2d

β
and rd2d. It

should be noted that for the multi slot harvesting scheme τ = 0, and the first term will disappear.

Thus, after some mathematical modifications, we obtain

E[P
2
α
jj ] =

∫ dl

0

2x(βθP )
2
α

Γ(kP )d2
l

γ

(
kP+

2

α
,
ρd2dx

α

βθP

)
dx+(1−τ)

ρ
2
α
d2dd

2
l

2
. (6.25)

Probability of a successful transmission

The final probability of a successful transmission during a given time slot (PC,Total) depends on

three factors. First, the D2D transmitter should be in the charged state at the start of the time

slot. Second, it should not be inside any guard region. Third, if a transmission occurs, the D2D

receiver should be within coverage. Considering all three conditions, we can write

PC,Total = p∗νPC . (6.26)

6.6 Numerical results

Within this section, we investigate the probability of being able to transmit at the start of a partic-

ular time slot and the successful transmission probability (PC,Total) of an energy harvesting D2D

transmitter. The parameter values are K = 10, λd2d = 10−3, α = 2.5, ρp = −100 dBm , dg = 10,

M = 5, β = 0.5, γT = −30 dB unless otherwise mentioned.

First, we plot the probability of each D2D transmitter being able to transmit (p, p ∈ {pss, pms, pN s, phs})

vs. the primary receiver density λpr for all the energy harvesting schemes in Fig. 6.4. Because

energy is harvested during a single time slot, the single slot harvesting scheme has the highest

probability of being able to transmit, and thus pss is the highest. TheN slot and hybrid harvesting

schemes follow next with the hybrid scheme showing a slightly higher probability which is not

easily identifiable within the figure. When λpr increases, pss, pN s, and phs approach 1. Counter

intuitively, this is due to the actual transmission probability (νp) getting lower because of the

larger area getting earmarked as guard regions. Thus, the probability that a D2D transmitter gets
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stuck being able to transmit, but without being allowed to transmit is higher. From the figure, it

is evident that the the multi slot harvesting scheme fares the worst in terms of p. However, as

we will see in the subsequent plots, it will have better total coverage under certain conditions.

Moreover, as λpr increases beyond −40 dB, pms keeps relatively constant, which is contrary to

the other three schemes. The different performance trend of the multi slot scheme is due to it

being a scheme based on the harvested energy level as opposed to the number of harvesting slots.
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Figure 6.4: The probability of being able to transmit (pss, pms, pN s, phs) vs. λpr for the different
energy harvesting schemes. ρd2d = −100 dBm, N = 5, dl = 100, and λpt = 10−5.

In the subsequent figures, we investigate how different system parameters effect the total

coverage probability PC,Total. To this end, we plot PC,Total vs. the threshold SINR level γT

in Fig. 6.5. Except when γT = −50 dB, single slot harvesting has the lowest total coverage.

Increasing the number of harvesting time slots (N ) to 5 with N slot harvesting significantly

increases the performance. Moreover, the performance increases further when hybrid harvesting

is employed for N = 5. Furthermore, while the rate of coverage drop as γT increases is similar

for the single slot and N slot harvesting, hybrid harvesting has a lower rate of decrease. The

multi slot harvesting scheme shows a different trend compared to the other three schemes. While
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it has the worst performance for very low γT , its relative performance compared to the other

schemes increases as γT is increased. For high γT , the total coverage is mostly affected by the

transmitted signal falling below the SINR threshold. Because multi slot harvesting ensures that

a sufficient power is harvested before transmission, the resultant transmission is more likely to

be successful. However, the other schemes do not ensure a sufficient power harvest, and thus are

adversely effected when γT increases.
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Figure 6.5: PC,Total vs. γT for the different energy harvesting schemes. ρd2d = −100 dBm,
dl = 100, λpr = 10−3, N = 5 and λpt = 10−5.

In Fig. 6.6, we plot the total coverage probability PC,Total with respect to the path loss expo-

nent α. PC,Total drops as α increases for all harvesting schemes. However, the rate of decrease

reduces with α as well. N slot harvesting with N = 5 has a significant better coverage than

single slot harvesting, and hybrid harvesting with N = 5 has even better coverage performance.

WhileN slot has a lower probability of being able to transmit compared to single slot harvesting,

the resulting transmissions are more successful due to more energy being harvested. Moreover,

hybrid harvesting improves on N slot harvesting by having a higher probability of being able to

transmit. Similar to previous figures, multi slot harvesting shows a different trend; the rate of
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coverage decrease is lower compared to other schemes. Thus, for very high path loss exponents,

multi slot harvesting has the best coverage performance.
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Figure 6.6: PC,Total vs. α for the different energy harvesting schemes. ρd2d = −100 dBm,
dl = 100, λpr = 10−3, N = 5 and λpt = 10−5.

Fig. 6.7 plots PC,Total vs. the D2D receiver sensitivity ρd2d for the single slot and multi slot

harvesting schemes. While PC,Total increases and keeps constant with ρd2d for single slot harvest-

ing, the trend is drastically different for multi slot harvesting where PC,Total initially increases and

then drops sharply. The initial increase in PC,Total is due to the increase of PC because the desired

signal power increases. For single slot harvesting, further increasing ρd2d is counter productive

because the probability of acquiring the increased energy is low. However, for multi slot har-

vesting, increasing ρd2d significantly reduces pms as this scheme always ensures that the required

power is harvested before a transmission. Moreover, it is interesting to note that while reducing

the primary receiver density increases PC,Total for single slot harvesting, the trend is different for

multi slot harvesting. While reducing λpr increases PC,Total for low ρd2d, the opposite is true for

high ρd2d.

PC,Total is plotted against the D2D transmitter-receiver distance dl in Fig. 6.8 for the single
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Figure 6.7: PC,Total vs. ρd2d for SS and MS energy harvesting. dl = 100, λpr = 10−3, and
λpt = 10−4.

slot and multi slot harvesting schemes. While increasing dl reduces PC,Total as expected, the

rate of decrease varies significantly for different primary transmitter densities and the energy har-

vesting scheme. When λpt = 1 × 10−5, the multi slot harvesting scheme always outperforms

the single slot scheme, and the successful transmission probability is consistently low. When

λpt = 1× 10−4, the coverage performance increases, for both energy harvesting schemes. How-

ever, while the multi slot scheme performs better when dl is lower, the opposite is true for higher

dl. When λpt is increased further to 1 × 10−5, the single slot scheme performs better under all

dl values. Moreover, the performance of the multi slot energy harvesting drops drastically as dl

increases. With a higher dl, a higher power is required for transmission, and with the MS scheme,

the D2D transmitter must wait till fully charged before it can transmit. However, because λpt is

high, the powers of the primary transmitters are low due to lower transmitter receiver distances,

which means smaller amounts of energy available for harvesting during each time slot. As such,

pms drops significantly, and thus PC,Total as well.

We now investigate the effects of different N on N slot and hybrid harvesting schemes. To
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Figure 6.8: PC,Total vs. dl for SS and MS harvesting. ρd2d = −100 dBm, and λpr = 10−3.
this end, we plot PC,Total vs. ρp in Fig. 6.9. For the corresponding N value, hybrid harvesting

always has better coverage than N slot harvesting. Moreover, as N increases, the coverage

increases for both schemes. As ρp increases, all curves are relatively flat or show a slight increase

in coverage till approximately −80 dBm. However, after this value, the coverage drops steadily.

When ρp increases two affects occur which have contrasting effects on the coverage. First, as

the transmit energy of primary transmitters increase to ensure primary receiver sensitivities are

met, there is more power to be harvested. Second, the increased primary transmit power causes

interference to the D2D transmissions. While the two effects roughly cancel each other out

initially, the second effect takes precedence as ρp increases. After enough power is harvested to

ensure that D2D receiver sensitivities are met, having additional ambient power is not useful for

the D2D network because power controlling takes place.

6.7 Conclusion

This chapter analyzed the performance of random energy harvesting D2D networks. It consid-

ered four energy harvesting schemes and a channel selection protocol where each D2D transmit-

ter selects a sub-band randomly. Random fields of primary transmitters and receivers alongside
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D2D transmitter-receiver pairs distributed as independent stationary homogeneous Poisson point

processes were considered. Multiple sub-channels for primary transmitter-receiver communica-

tion, log-distance path loss and Rayleigh fading were assumed. The MGF and other statistics of

the ambient RF power at a D2D transmitter were derived and subsequently approximated by a

Gamma distribution. Single slot, multi slot, N slot, and hybrid energy harvesting schemes were

proposed, and the probability of successful transmissions were derived for each using a Markov

chain based approach incorporating temporal correlations. Moreover, the coverage performance

of a D2D link was characterized for 2 sub-band selection protocols. Overall, the hybrid harvest-

ing scheme has the best performance among the four proposed schemes. Compared to the other

schemes, the multi slot harvesting scheme has different performance trends. It performs better

for lower D2D receiver sensitivities, higher SINR thresholds, and higher path loss exponents.

Moreover, an optimum performance occurs when ρd2d is between −120 dBm and −100 dBm.

Furthermore, the primary transmitter and receiver densities along with reception thresholds sig-

nificantly affect the total coverage probability of energy harvesting D2D nodes.
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Chapter 7

Random D2D networks under millimeter-wave chan-

nels

7.1 Introduction

Due to the scarcity of unallocated spectrum within the conventional microwave bands, millimeter-

wave communication in the 30− 300 GHz band has emerged as one of the most promising tech-

nologies for the fifth generation (5G) of cellular communication [197], [198]. Standardization

has already occurred under IEEE 802.15.3c and IEEE 802.11ad for the 60 GHz band [4]. How-

ever, high path loss, the sensitivity to blockages, atmospheric absorption, and high noise powers

provide significant challenges to successfully incorporating millimeter-wave frequencies. On an-

other note, device-to-device (D2D) networks underlaying the cellular network enable transmis-

sions between neighbouring devices for certain applications which saves transmission power and

network resources [8]. Thus, integrating millimeter-wave with D2D networking is an exciting

prospect [199], [200]. However, underlaying D2D onto a cellular network provides challenges

with respect to interference management, and the peculiarities of the millimeter-wave channel

exemplify the challenge regarding coverage.

7.1.1 Related work

Research on millimeter-wave cellular networks has received significant attention in the recent

years. Reference [201] considers the possibility of base station downlink co-operation to reduce

the outage probability, and concludes that co-operation significantly improves the performance

in dense networks without small scale fading. However, the authors show that the performance

improvement is minimal in less dense networks with Rayleigh fading. A general framework to
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evaluate the coverage and rate in millimeter-wave networks is proposed in [4], [202], and the case

of dense networks is investigated further in [4] where the line of sight region is approximated with

a ball. It is concluded that dense networks achieve similar coverage and significantly higher data

rates with respect to conventional cellular networks. In contrast, [202] proposes a mathematical

framework which accounts for the interference from other cells in ultra-dense deployments.

The research on millimeter-wave networks has also incorporated D2D networks. Reference

[203] considers stochastic geometry to analyze wearable D2D networks within a finite region, and

concludes that millimeter-wave frequencies provide significant throughput gain even with omni-

directional antennas. Furthermore [204] proposes an efficient scheduling scheme for millimeter-

wave small cells while exploiting D2D links for efficiency while [205] studies the spatial het-

erogeneity of outdoor users via the coefficient of variation. Moreover, [206] proposes a resource

allocation scheme for underlaid D2D networks within the E-band, and shows that the proposed

solution increases throughput while reducing interference.

7.1.2 Motivation and contribution

In this work, we aim to characterize the outage performance of a D2D network underlaid upon

a millimeter-wave cellular network. While millimeter-wave frequencies will present lower inter-

ference due to directionality, there would be degradation to the desired signal due to blockages.

Moreover, how log-distance path loss and peak power constraints affect the performance under

millimeter-wave frequencies are open issues. In addition, ubiquitous networks are increasingly

irregular. As such, stochastic models incorporating spatial randomness need to be taken into

account.

In this work, we model the cellular base stations and users as independent homogeneous

Poisson point processes and the D2D network as a Matern cluster process in R2 to incorporate

spatial randomness. A simplified Boolean blockage model is assumed, and line-of-sight (LOS)

and non-line-of-sight (NLOS) conditions are modelled separately with different log-distance path

loss exponents and Nakagami fading parameters. Moreover, directional antenna patterns are

assumed for all devices, and antenna alignment takes place before any data transmission attempt.

Each cellular user is assumed to connect to its nearest base station while a D2D receiver connects

with the transmitter corresponding to the cluster head. We assume a path loss and antenna gain

inversion based power control model where the D2D network is also peak power constrained.
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Our main contributions of this chapter are listed below:

• The moment generating function (MGF) of the interference to a D2D receiver from other

D2D transmitters and cellular base stations is derived using stochastic geometry based

tools. More precisely, the Mapping and Marking theorems relating to Poisson point pro-

cesses are used to transform the process of interfering base stations into an equivalent in-

homogeneous process which incorporates blockage, antenna gains, transmit power, fading,

and path loss variations.

• The outage performance of a D2D receiver is derived in closed-form while taking into

account the constraints due to peak power constraints and random blockages.

7.2 System model and assumptions

This section introduces the system parameters and models used throughout the rest of the chapter.

7.2.1 Spatial distribution and blockages

We consider four separate types of nodes: 1) cellular base stations, 2) cellular users, 3) D2D

transmitters, and 4) D2D receivers. While the D2D transmitters/receivers in principle can also

be cellular users, we differentiate them in this research for the ease of analysis. The cellular

base stations and users are modelled as two independent, stationary homogeneous Poisson point

processes in R2. As such, the processes of cellular base stations and users are respectively denoted

as Φc,b and Φc,u having densities of λc,b and λc,u respectively.

The D2D network is modelled as a Matern cluster process [69]. Within a Matern cluster

process, multiple clusters exist in R2 where the cluster centers are distributed as a homogeneous

Poisson point process and each cluster center is encircled by a daughter process existing within

a ball of radius R from it1. The daughter processes are homogeneous within their respective

annular regions and independent of each other. In our case the cluster centers having a density of

λd,t model the D2D transmitters and the daughter nodes having a density of λd,r model the D2D

receivers2.

An important factor to consider in millimeter-wave networks is the signal blockage from

random objects which significantly impacts the received signal characteristics. We will model
1Note that this system model is analogous to a homogeneous Poisson point process of D2D receivers where the

transmitters only select a receiver within a given radius.
2We assume that each daughter process has the same constant density.
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the blockages stochastically using a rectangular Boolean scheme [207], and the blockages are

assumed to be stationary and isotropic. With these assumptions, the probability of a link of

length r with no blockage (LOS link) is given by e−βr, where β is a constant relating to the size

and density of the blockages. Similarly, the probability of a NLOS link is given by 1− e−βr. It is

readily observed that a link is more susceptible to blockage as its length increases. Moreover, for

mathematical tractability, we assume that the effect of blockage on different links is independent.

Note that the different types of nodes have a chance of falling within the environs of a blocking

object. However, although we omit such a scenario, it can be readily incorporated to our analysis

through independently thinning the different processes of nodes [4].

7.2.2 Channel model and antenna pattern

The cellular system is assumed to employ universal frequency reuse, and the same set of cellular

frequencies are also used by D2D users. For mathematical tractability, we assume that the channel

gains are independent of the underlying spatial process of nodes. We consider path loss and small

scale fading for all the links. However, the parameters of these vary depending on the LOS or

NLOS nature of the link.

From the model [208], we write the general path loss for a millimeter-wave link of distance

r as PL(r) = csr
αs , where s ∈ {L,N}, and L,N correspond to LOS and NLOS links. The

parameter αs is the path loss exponent while cs is the intercept. The small fading is assumed to

be Nakagami. Thus, the channel power gain (|hs|2) is distributed as [76], [90]

f|hs|2(x) =
mms
s

Γ(ms)
xms−1e−msx, 0 ≤ x <∞, 0.5 < m <∞, (7.1)

where the Nakagami parameter ms(s ∈ {L,N}) is an indicator of fading severity where ms →

∞ indicates no fading while ms = 1 indicates Rayleigh fading. As LOS links would have

very few scatterers in millimeter-wave frequencies, mL would tend to be higher while the NLOS

parameter mN would be lower.

Under millimeter-wave frequencies, large numbers of antenna elements can be packed within

a small area which enables directional beamforming. All different types of nodes are assumed

to be capable of performing directional beamforming. Moreover, the antenna patterns of cellular

users and D2D transmitters/receivers are assumed to be similar while cellular base stations have

a different pattern. To keep the analysis concise, we consider a sectored antenna model [113]
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where the antenna gain pattern is divided into discrete regions based on the angle off the boresight

direction. Thus, the antenna gain (G∗(∗ ∈ {cb, u}) where cb and u respectively denote cellular

base stations and all other types of nodes) can be expressed as follows:

G∗ =

 M∗ , |θ| ≤ ω∗
2

m∗ , otherwise
, (7.2)

where ω∗ is the antenna beamwidth, θ is the angle off the boresight direction, M∗ is the main lobe

gain, and m∗ is the gain from the side and back lobes. While this gain pattern can be generalized

for different side and back lobe gains, and angle dependent main lobe gains, we defer it for future

work.

The transmitters and receivers in both cellular and D2D networks perform a beam sweeping

process initially in order to estimate the angle of arrival, and we assume that perfect estimation

takes place. As such, the combined antenna gains of intended cellular and D2D links are McbMu

and MuMu respectively. The gains of all other links vary randomly depending on the angle off

boresight.

7.2.3 User association and power control

For the cellular network, each user associates with its closest base station. While other association

schemes such as highest received power association may be more favourable, they come at the

cost of added complexity and processing power. Moreover, the closest base station is the least

likely to suffer from blockages, and thus the most likely to provide the best received signal power.

Furthermore, we assume that there only exists at most a single associated user for each base

station within a given time-frequency block. Under these assumptions, if the distance between

the i-th cellular base station φic,b ∈ Φc,b and its associated receiver φic,u ∈ Φc,u is rc, it has a

Rayleigh distribution given by [94]

frc(x) = 2πλc,bxe
−πλc,bx2

, 0 < x <∞. (7.3)
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In the D2D network, each receiver associates with the corresponding transmitter within its cluster.

If this distance is rd2d, its distribution can be expressed as [94]

frd2d(x) =
2x

R2
, 0 < x < R. (7.4)

Both cellular and D2D transmitters employ power control which inverts path loss and antenna

gains. If PT is the transmit power, the transmit power to a receiver at distance r can be expressed

as PT = ρcsrαs

M∗Mu
, where s ∈ {L,N}, ∗ ∈ {cb, u}, and ρ is the receiver sensitivity. While we

assume that that both cellular and D2D receivers have the same sensitivity, different sensitivities

can be readily incorporated. Furthermore, we assume that the D2D transmitters are peak power

constrained. As such, a D2D transmitter will abort whenever PT > Pd2d where Pd2d is the

maximum allowable transmit power. The cellular base stations are not assumed to be peak power

constrained as they are part of the network infrastructure.

7.3 Outage performance

We consider a typical D2D receiver located at a distance of rd2d from its respective transmitter.

Without the loss of generality, we consider that this receiver is located at the origin. The outage

probability (PO) is defined as PO = Pr[γ < γth], where γ is the signal to interference and noise

ratio (SINR) at the D2D receiver while γth is the SINR reception threshold of the receiver. The

SINR can be written as

γ =
Ps|hs|2M2

uc
−1
s r−αsd2d

Ic + Id2d +N
, (7.5)

where Ps is the transmit power, Ic is the interference from cellular base stations, Id2d is the

interference from other D2D transmitters, and N is the noise power. It is clearly seen that γ

varies with the LOS and NLOS nature of the link. Therefore, we can separate the LOS and

NLOS cases and express PO as

PO = E[alPO,L + aNPO,N ]

=
2PO,L
β2R2

(
1− e−βR(βR + 1)

)
+ PO,N

(
1− 2

β2R2

(
1− e−βR(βR + 1)

))
, (7.6)
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where al = e−βrd2d is the probability of the link being LOS, aN = 1 − e−βrd2d is the probability

of the link being NLOS, while PO,L and PO,N are respectively the outages given LOS and NLOS

links.

Deriving PO,L

When a LOS link exists between the D2D transmitter and receiver given a certain rd2d, we can

express PO,L as

PO,L = Pr

[
PL|hL|2M2

uc
−1
L r−αLd2d

Ic + Id2d +N
< γth

]
. (7.7)

The transmit power PL is given by

PL =


ρcLr

αL
d2d

M2
u

, ρcLr
αL
d2d

M2
u

< Pd2d

0 , otherwise
. (7.8)

Let τL be the probability that PL =
ρcLr

αL
d2d

M2
u

. Thus, we can express τL = Pr

[
rd2d <

(
Pd2dM

2
u

ρcL

) 1
αL

]
as

τL =


1
R2

(
Pd2dM

2
u

ρcL

) 2
αL , if

(
Pd2dM

2
u

ρcL

) 1
αL < R

1 , if
(
Pd2dM

2
u

ρcL

) 1
αL > R

. (7.9)

Now, getting back to the objective of deriving PO,L, we can express (7.7) for integer ml as

PO,L = 1− τL + τL Pr

[
|hL|2 <

γth(Ic + Id2d +N)

ρ

]

= 1− τLE

Γ
(
mL,mL

γth(Ic+Id2d+N)
ρ

)
Γ(mL)


= 1− τLEI

[
1

Γ(mL)

∫ ∞
mLγth(Ic+Id2d+N)

ρ

ymL−1e−ydy

]

= 1−τLEI

[
e−

mLγth(Ic+Id2d+N)

ρ

mL−1∑
ν=0

1

ν!

(
mLγth(Ic+Id2d+N)

ρ

)ν]

= 1− τLe−
mLγthN

ρ

mL−1∑
ν=0

1

ν!

(
mLγth
ρ

)ν ν∑
µ=0

(
ν

µ

)
Nν−µ
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×
µ∑
κ=0

(
µ

κ

)
EIc
[
Iκc e
−mLγthIc

ρ

]
EId2d

[
Iµ−κd2d e

−mLγthId2d
ρ

]
= 1−τLe−

mLγthN

ρ

mL−1∑
ν=0

1

ν!

(
mLγth
ρ

)ν ν∑
µ=0

(
ν

µ

)
Nν−µ

µ∑
κ=0

(
µ

κ

)
× (−1)κM

(κ)
Ic

(
s|s=mLγth

ρ

)
(−1)µ−κM

(µ−κ)
Id2d

(
s|s=mLγth

ρ

)
.

Deriving PO,N

In a similar way to PO,L, PO,N can be derived as

PO,N = 1− τNe−
mNγthN

ρ

mN−1∑
ν=0

1

ν!

(
mNγth
ρ

)ν
×

ν∑
µ=0

(
ν

µ

)
Nν−µ

µ∑
κ=0

(
µ

κ

)
(−1)κM

(κ)
Ic

(
s|s=mNγth

ρ

)
× (−1)µ−κM

(µ−κ)
Id2d

(
s|s=mNγth

ρ

)
, (7.10)

where τN is given by

τN =


1
R2

(
Pd2dM

2
u

ρcN

) 2
αN , if

(
Pd2dM

2
u

ρcN

) 1
αN < R

1 , if
(
Pd2dM

2
u

ρcN

) 1
αN > R

. (7.11)

7.4 Interference characteristics

In this section, we derive the MGFs of the interference from both cellular and other D2D trans-

mitters MIc and MId2d . For both cellular and D2D networks, we assume that all transmitters/base

stations are actively engaged in transmission. This assumption is valid since they have a signifi-

cantly lower spatial density compared to the relevant receivers. Moreover, independent thinning

can be easily used to remove non-active base stations/transmitters.

7.4.1 Interference from cellular transmitters

The interference from transmitting cellular base stations Ic can be divided into two separate

terms composed of LOS and NLOS cellular base stations using the thinning property [73]. If

Ic,L and Ic,N denote these two terms, Ic = Ic,L + Ic,N . Moreover, MIc = MIc,LMIc,N due to the
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independence of thinned Poisson point processes [73].

Deriving MIc,L

In order to derive MIc,L we first transform the process of interfering LOS base stations to an

equivalent inhomogeneous Poisson point process which incorporates the path loss exponent, an-

tenna gains, transmit power, and fading. Let r be the distance from the i-th cellular base station

φic,b to the considered D2D receiver. While the field of cellular base stations Φc,b exists in R2 as

a homogeneous Poisson point process, it can be mapped to an equivalent 1-D inhomogeneous

Poisson point process [73] with density λ̃c,b where

λ̃c,b = 2πλc,br, 0 < r <∞. (7.12)

The cellular base station φic,b is LOS from the D2D receiver with a probability of e−βr. While

this probability depends on r, it is independent from the positions of other cellular base stations.

As such, the Colouring Theorem [73] can be used to perform independent thinning of Φc,b to

obtain the process of LOS cellular base stations as an inhomogeneous Poisson point process with

density λ̃c,bL = e−βrλ̃c,b = 2πλc,be
−βrr.

Using the Mapping Theorem further [73], this thinned 1-D Poisson process can be mapped to

an equivalent 1-D Poisson process in terms of interference statistics where the path loss exponent

is 1 [157]. The density of the resultant process λ̂c,bL is given by

λ̂c,bL =
2πλc,be

−βr
1
αL r

2
αL
−1

αL
, 0 < r <∞. (7.13)

Next, we go one step further and incorporate the transmit power of φic,b, the antenna gains of

φic,b and the D2D receiver, and the fading between φic,b and the D2D receiver to the process of

LOS cellular base stations [157]. Thus, the resultant process has a density λ̄c,bL which can be

expressed as

λ̄c,bL = EPcLGcbGu|hcL|2
[
PcL|hcL|2λ̂c,bL(PcLGcbGu|hcL|2r)

]
=

2πλc,br
2
αL
−1

αL

∞∑
k=0

(−βr
1
αL )k

k!
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× E
[
P

2+k
αL
cL

]
E
[
G

2+k
αL
cb

]
E
[
G

2+k
αL
u

]
E
[
(|hcL|2)

2+k
αL

]
, (7.14)

where PcL is the transmit power of the base station φic,b, Gcb is the gain of φic,b, Gu is the gain

of the D2D receiver, and |hcL|2 is the small scale fading channel gain between φic,b and the D2D

receiver.

In order to evaluate (7.14), the distribution of PcL is required, which in turn depends on

whether the associated cellular user to φic,b is within LOS or not. The associated receiver φic,u
is LOS to φic,b with probability e−βrc , and NLOS with probability 1 − e−βrc , where rc is the

distance between φic,u and φic,b. These probabilities are independent from whether φic,b and the

D2D receiver are LOS or not. Thus, PcL can be expressed as follows:

PcL =

 ρcLr
αL
c

MUMcb
, φic,u and φic,b are LOS

ρcNr
αN
c

MUMcb
, φic,u and φic,b are NLOS

. (7.15)

After substituting E|hcL|2
[
(|hcL|2)

2+k
αL

]
and EPcL

[
P

2+k
αL
cL

]
to (7.14), we obtain the final expres-

sion for λ̄c,bL as

λ̄c,bL =
∞∑
k=0

2πλc,b(−β)kr
2+k
αL
−1

αLk!
Uc,L, 0 < r <∞, (7.16)

where Uc,L is

Uc,L =
ρ
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We now return to our origin objective of derivingMIc,L = E[e−sIc,L ]. Due to the mapping, the
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interference power from a single cellular base station φic,b within the resultant process reduces to

(cLr)
−1. Note that the path loss exponent has reduced to 1 while the gains, fading, and transmit

powers are absent. Thus, using the Campbell’s Theorem [73], MIc,L is expressed as

MIc,L = e

(∫∞
0

(
e−s(cLr)

−1−1
)
λ̄c,bLdr

)

= e
∑∞
k=0

2πλc,b(−β)k

αLk!

(
s
cL

) 2+k
αL Γ

(
− 2+k
αL

)
Uc,L . (7.18)

Deriving MIc,N

Using similar arguments as with the derivation of MIc,L , MIc,N ca be written as

MIc,N = e
∑∞
k=1−

2πλc,b(−β)k

αNk!

(
s
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) 2+k
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where Uc,N is
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7.4.2 Interference from other D2D transmitters

The interference from other D2D transmitters on the D2D receiver in question can be decomposed

into LOS (Id2d,L) and NLOS (Id2d,N ) components with Id2d = Id2d,L + Id2d,N and MId2d =

MId2d,LMId2d,N .

Deriving MId2d,L

While the derivation of MId2d,L is similar to MIc,L and MIc,N , a complication arises while obtain-

ing the 2+k
α

-th moment of the transmit power of a D2D transmitter (PdL). If rd is the distance from
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a D2D transmitter to the associated receiver, PdL takes ρcLr
αL
d

M2
u

with probability e−βrdτL, ρcNr
αN
d

M2
u

with probability (1 − e−βrd)τN , and 0 with probability e−βrd(1 − τL) + (1 − e−βrd)(1 − τN)

after considering blockages and peak power constraints. Moreover, while τL (7.9) and τN (7.11)

can take multiple combinations as evident from their expressions, we consider the case where

max

((
Pd2dM

2
u

ρcN

) 1
αN ,

(
Pd2dM

2
u

ρcL

) 1
αL

)
< R for this chapter.

After using the Slivnyak’s theorem [73] to remove the desired transmitter from the field of

interferers, MId2d,L is expressed as

MId2d,L = e
∑∞
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where Ud,L is given in
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Deriving MId2d,N

The expression for MId2d,N is obtained as

MId2d,N = e
∑∞
k=1−

2πλd,t(−β)k

αNk!

(
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) 2+k
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where
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7.5 Numerical results

We next present performance trends of millimeter-wave D2D networks for several system param-

eter configurations. The details of the simulation setup are as follows. A 100MHz bandwidth is

considered (with a resultant noise power of −94 dBm) in the 28 GHz band along with intercepts

cL = cN = 105, and path loss exponents αL = 2.1 and αN = 4.1. Moreover, λc,b = 10−4,

θc = θu = π
10

, Mc = 20 dB, mc = mu = −10 dB, ρ = −80 dBm, and β = 0.001.

Fig. 7.1 plots the outage probability with respect to the SINR threshold γth. It is clearly

seen that D2D operation is infeasible when γth > 20 dB. For millimeter-wave D2D networks,

four major factors affect the overall outage of a D2D receiver: interference from cellular base

stations, interference from other D2D transmitters, thermal noise due to the high bandwidth, and

the outage due to the associated transmitter being cut-off due to the peak power constraint. When

Mu = 10 dB, increasing the cluster radius R generally increases the outage probability. This is

due to two reasons. First, a higher radius causes other D2D transmitters to transmit at a higher

power level, increasing interference. This effect is amplified due to the fact that the probability of

a NLOS link increases with the cell radius. Second, as the cell radius increases, the desired link

itself has an increased tendency to be NLOS, resulting in more severe fading and being cut-off

due to the required power exceeding the peak power threshold. However, when Mu is increased

to 20 dB, the trend is unclear. As R is increased, the outage roughly drops and then increases

again. This is due to two competing effects occurring for a Mu value; the desired link would

have a lower probability to get cut-off due to the lower transmit power needed, and the intra-D2D

interference increases because a lesser number of interfering D2D transmitters get cut-off. At a

certain radius, the effect of the latter outweighs the former, and the outage increases. Moreover,

it is important to note that the R and Mu pair providing the best performance also depends on the

specific SINR threshold γth.

The outage probability is plotted against the D2D transmitter density λd,t in Fig. 7.2. While
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a higher λd,t causes the outage to approach 1 due to intra-D2D interference, reducing λd,t causes

the outage to first drop abruptly, and then flatten out towards a value determined by noise and

inter-network interference. Interestingly, note that the outage probability increases when mL is

increased from 2 to 4. While this may seem counter-intuitive, this phenomenon occurs due to

the intra-D2D interference being less severely faded. However, the change in the outage when

mN changes is negligible, and the curves for mN = 1 and mN = 2 almost overlap. Moreover,

it’s interesting to note that while a lower Pd2d provides a lower outage at very low λd,t values,

the converse is true when λd,t increases. As Pd2d is lower, more D2D transmitters requiring

additional power to transmit due to the increased radius get cut-off; thus reducing interference.

However, under this scenario, the desired link also has an increased cut-off probability, which

becomes more prominent when λd,t is high. This is because for high λd,t, its contribution to the

interference outweighs the interference reduction caused by a lower Pd2d.

We investigate the effect of the peak D2D transmit power Pd2d on the outage in Fig. 7.3.

While Pd2d increases, the outage first drops, and then approaches 1. As such, there is an optimum

Pd2d which gives the best performance. Furthermore, it is observed that a change in the receiver

sensitivity ρ does not significantly change the performance characteristics except shifting the

location of the minimum outage; a higher ρ provides the best performance at a higher Pd2d and

vice-versa.

7.6 Conclusion

The performance of a random D2D network underlaying a millimeter-wave cellular network was

characterized within this chapter. Homogeneous Poisson processes were considered for the cel-

lular base stations and users while a Matern cluster process was considered for the D2D network

nodes. Sectored antenna patterns and random blockages were considered alongside different path

loss exponents and Nakagami fading indexes depending on the LOS or NLOS nature of a link.

The cellular users were assumed to connect with their closest base station while D2D receivers

within a cluster connect with the transmitter represented by the cluster head. Moreover, path loss

and antenna gain inversion based power control, varying upon the LOS or NLOS nature is em-

ployed by both networks while D2D transmitters are also peak power constrained. The MGFs of

interference to a D2D receiver device from the cellular base stations and other D2D transmitters

are derived in closed-form, and are used to obtain the outage probability of a D2D receiver. It

is observed that the outage has a complex relationship with the D2D cluster radius and antenna
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Figure 7.1: The outage probability (PO) vs. γth in dB for different D2D cell radii (R) and Mu.
λd,t = 10−4, mL = 4, mN = 2, and Pd2d = −10 dBm.

gains. Furthermore, a minima of the outage is occurs for a specific D2D peak power thresh-

old, while a higher LOS fading severity (lower mL) also reduces the outage. Extensions of the

work include considering alternate transmitter-receiver association schemes and power control

schemes.
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Figure 7.2: The outage probability (PO) vs. the D2D transmitter density λd,t in dB under varying
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Chapter 8

Conclusions and future research directions

8.1 Conclusions

This thesis considered several novel technologies which have been proposed for 5G networks and

analyzed their performance using PPPs.

Chapter 3 characterized the aggregate interference from a finite annular field of underlay

CR devices on a single PU receiver. Multiple power control schemes and receiver association

schemes were considered. For each of these schemes, the MGF of the aggregate interference,

the average interference, and the outage probability were derived. It was shown that CR power

thresholds and node densities significantly affect the primary user performance.

In Chapter 4, the beacon-misdetection probability and the false-alarm probability were an-

alyzed for multiple beacon detection and co-operation schemes. Beacon-emitter placement at

both PU receivers and PU transmitters was considered. Three local detection schemes and sev-

eral sensed information sharing schemes were considered. Several mechanisms for selecting

co-operating CUs were proposed and analyzed. Co-operative beacon sensing was found out to

reduce the misdetection probability by a factor of 104.

The outage performance of a secondary network was analyzed in Chapter 5 for both single

antenna and massive MIMO enabled base stations. Significant reductions in outage were ob-

served. Moreover, a higher path loss exponent was found out to reduce outage under massive

MIMO whereas this was the opposite for single antenna base stations.

Chapter 6 analyzed the energy harvesting process of a D2D node while considering temporal

dynamics. Three independent PPPs were considered for the cellular base stations, cellular users,
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and the D2D users. Moreover, log-distance path loss, Rayleigh fading, and path loss inversion

based power control were incorporated. The ambient energy available for harvest at a typical

D2D user was derived. In addition, multiple energy harvesting protocols were proposed: single

slot harvesting, multi slot harvesting, N slot harvesting, and multi slot harvesting. Temporal

effects were analyzed using a Markov chain based approach. The optimum parameter ranges and

environments for the different harvesting schemes were derived.

Chapter 7 develops a characterization of D2D networks at millimeter wave frequencies.

Blockages due to random objects, antenna gain patterns, log distance path loss, Nakagami-m

fading are considered along with antenna gain inversion based power control and peak power

constraints. Closed-form expressions are obtained for the MGF of the aggregate interference

on a D2D node and the outage probability. System parameters such as D2D cluster radii, peak

power thresholds and node densities significantly affect the D2D performance under millimeter

wave channels.

8.2 Future research directions

The work in this thesis can be enhanced and improved along the following lines of research

• Non-homogeneous cases and medium access

This thesis assumes homogeneous sets of independent PPPs for the locations of users and

base stations. While this leads to analytical tractability, it may not be applicable in some

cases. For example, sets of users may be highly congregated around the base stations. In

such cases, the Poisson cluster process can be used. Moreover, when CR and D2D devices

communicate, medium access control can be considered where a particular device may

refrain from transmitting if a nearby co-channel device is active. For this, hardcore point

processes where a minimum distance exists between nodes can be used.

• Mobility of nodes

Throughout the thesis, the mobility of nodes has not been considered. All devices (base

stations and users) were assumed to be static. While this assumption holds true for base

stations, it may not be ideal for user devices. Most hand held devices have the potential

to be mobile. As a result, mobility models such as the random walk, random waypoint
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model, or Brownian motion can be incorporated into the framework. Such an analysis

would provide better understanding on the overall performance. Moreover, issues such as

handover which were not addressed in this thesis can be analyzed.

• Receiver association schemes in millimeter wave

D2D millimeter-wave systems were analyzed in Chapter 7. The nearest association scheme

between a transmitter and a receiver was considered. However, because blocking, path

loss, and other parameters are significantly different for line-of-sight and non-lone-of-sight

conditions, the nearest association scheme may not be the best. For example, the nearest

base station may be blocked, and an association to it may give a worse performance than an

association with a line-of-sight base station at a further distance. Therefore, more suitable

association schemes can be proposed and analyzed as a future work.

• Millimeter wave under massive MIMO

Millimeter-wave systems (Chapter 7) were limited to single-antenna transmitters. How-

ever, as smaller antenna sizes are possible at high frequencies, these systems will incor-

porate massive MIMO. As such, research on how these two technologies interplay with

and complement each other is needed. However, challenges exist dealing with channel

estimation considering the sparsity of millimeter wave scatterers.

• Internet of things

The work in this thesis can be applied for an application specific scenario such as IoT. The

concepts relating to D2D devices, energy harvesting, and millimeter wave communication

can be readily applied to an IoT environment. Moreover, IoT can be readily modelled using

stochastic geometry models.

∼
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