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## Abstract

Orthogonal Frequency Division Multiplexing (OFDM) suffers from high Peak-toAverage Power Ratio (PAR) issues. A large PAR requires a linear High Power Amplifier (HPA), which, however, is inefficiently used. Moreover, the combination of an HPA having insufficient linear-range and a large PAR leads to in-band distortion and out-of-band radiation. Various PAR reduction techniques have been proposed.

This thesis focuses mainly on the PAR reduction of OFDM systems by using tone-reservation, sign-selection, and coding techniques. We analyzed the clipping noise by approximating it as a series of parabolic pulses. Our analysis explains peak regrowth and the constant clipping noise power spectrum over the whole OFDM band. We also establish the roughly proportional relationship between the clipping noise at the end of several clipping and filtering iterations, and that generated in the first iteration. The constant of proportionality is estimated via the level-crossing theory. Two algorithms are proposed to reduce the PAR under the tone-reservation constraints. These algorithms scale the filtered first-iteration clipping noise by a constant or adaptively-calculated factor to compensate for peaks above the threshold. The complexity analysis and simulation show that our proposed algorithms achieve a larger PAR reduction and lower complexity than the active-set algorithm.

The PAR can also be reduced by optimizing the signs of data symbols. The optimal signs may be transmitted to the receiver as side information to correctly decode data symbols. In this thesis, we propose an adaptive mapping scheme to eliminate the need for side information at the receiver. We also propose several algorithms (based on using a stochastic search or clipping noise as a guide) to solve the associated discrete optimization problem of the sign-selection technique. The complexity analysis and simulation confirm the complexity advantages of the proposed algorithms compared to the selective mapping and the derandomization algorithms.

Finally, we generalize the Rudin-Shapiro sequence. Constructed from an initial Phase Shift Keying (PSK) sequence, the generalized sequence increases the coding rate at the cost of an increased PAR. By optimizing the signs of the initial sequence, the PAR of the generalized sequence can be further reduced.
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- $\langle\cdot\rangle_{M}$ : Modulo- $M$.
- $\odot$ : Element-wise multiplication.


## Chapter 1

## Introduction

### 1.1 A Brief Overview of OFDM

With the development of modern electrical and computer technologies, the demand for fast and reliably transmitting multimedia information over wired or wireless channels is increasing rapidly. High-speed communications must efficiently use a bandlimited channel to obtain a high bit-rate and must combat channel noise, distortion, fading, etc., to maintain a low bit-error rate (BER). Orthogonal Frequency Division Multiplexing (OFDM) is a promising Multicarrier Modulation (MCM) technique for high-speed communications. It has been widely used in a number of communication systems such as IEEE 802.11a/g, IEEE 802.16e, HIPERLAN/2, and Digital Video Broadcasting (DVB). Its baseband version (Discrete Multitone (DMT)) has become the standard modulation technique for the Asymmetrical Digital Subscriber Line (ADSL) and the Very-high-speed Digital Subscriber Line (VDSL). OFDM is also a candidate for IEEE 802.20. A prominent capability of OFDM systems is that it can possibly reach the channel capacity over frequency-selective fading channels.

Unlike the traditional single-carrier modulation techniques, OFDM uses a set of orthogonal subcarriers to divide the communication channel into subchannels. Data bits are transmitted in these subchannels in parallel so as to obtain a high bit-rate [1]. Fig. 1.1(a) shows the ideal "brick wall" subchannel division, where the gain of each subchannel is a constant in its passband and zero elsewhere. Such a subchannel division is, however, unrealistic because it requires infinite-length subchannel filters. Shown in Fig. 1.1(b), OFDM uses finite-length orthogonal sinusoid subcarriers to divide the subchannels. Although the subchannels are overlapped, and the frequency
response of each subchannel has nonzero sidelobes, the gains of the neighboring subchannels are zero at the peak of each subchannel. Thus, the transmitted data symbols can be demodulated at the receiver without Intercarrier Interference (ICI). Usually, a small number of subchannels at the two ends of the OFDM band are not used, in order to prevent interference between neighboring frequency bands.


Figure 1.1: Subchannel division.

OFDM can be efficiently implemented by using the Inverse Fast Fourier Transform (IFFT) and the Fast Fourier Transform (FFT). OFDM eliminates the InterSymbol Interference (ISI) by using the cyclic prefix. Because the bandwidth of each subchannel is narrow, the subchannel response is approximately constant. Therefore, channel distortion can be combated by using a set of one-tap Frequency-Domain Equalizers (FEQs). The channel equalization in single-carrier systems is more complicated. OFDM is also robust to the narrow-band interference. In wireline communications, the water-filling algorithm can be used to maximize the transmission bit-rate [2]. With this algorithm, subchannels having large Signal-to-Noise Ratios (SNRs) are assigned more bits, and those having small SNRs are assigned less bits or even not used if the SNR is too small. In wireless communications, Forward Error Correction (FEC) codes can be used to combat the narrow-band interference.

The main drawbacks of OFDM are its sensitivity to the ICI (caused by carrier frequency mismatch between the transmitter and receiver, and/or the Doppler shift) and the large Peak-to-Average Power Ratio (PAR) [1]. Fig. 1.2 illustrates the ICI. Because of the carrier frequency offset, the receiver cannot sample the received signal (in the frequency domain) at the frequencies of the peaks of the subchannel responses. The nonzero sidelobes of neighboring subchannels lead to the ICI. In OFDM systems, the largest sidelobe is only 13 dB lower than the peak of the subchannel frequency response. Thus, a small frequency offset may cause intolerable ICI. The ICI problem can be alleviated by using the Discrete Cosine Transform (DCT), the Discrete Wavelet Transform (DWT), or other filterbank-based MCM systems that have small subchannel sidelobes. However, these systems are more complicated than OFDM systems using FFT. Many ICI-cancellation techniques for OFDM also have been proposed in the literature [3-11]. Some PAR-reduction algorithms can also be used to reduce the PAR and ICI simultaneously [6].


Figure 1.2: Carrier frequency offset and intercarrier interference.

The time-domain baseband equivalent OFDM signal has a complex Gaussian distribution. Thus, compared to its average power, the peak power of the OFDM signal can be very high, but occurs rarely [1]. A large PAR requires a linear High Power Amplifier (HPA), which, however, is inefficiently used. Moreover, the combination of an HPA having insufficient linear-range and a large PAR leads to in-band distortion and out-of-band radiation, where the former increases the BER and the latter interferes with communications in neighboring frequency bands [1]. Various techniques have been proposed to reduce the PAR, including clipping and filtering [12], probabilistic techniques [13], and coding techniques [14]. Clipping and filtering clips the OFDM signal to a predefined threshold and uses a filter to eliminate out-of-band radiation.

Probabilistic techniques use multiple candidates to represent the same information and select the one with the lowest PAR for transmission. Although coding rates can be low, coding techniques guarantee a low PAR.

### 1.2 Structure and Contributions of the Thesis

This thesis focuses mainly on the PAR reduction of OFDM systems. Chapter 2 describes the OFDM system and the PAR. The existing PAR-reduction techniques are discussed in Chapter 3. Chapters 4 to 6 study the mechanism of peak clipping and propose several new PAR-reduction algorithms. Chapter 7 concludes this thesis and provides suggestions for future study.

The clipping noise is analyzed in Chapter 4 as a series of parabolic pulses under tone-reservation constraints. We first consider the case in which the clipping noise consists of a single pulse, and generalize our analysis to the case of multiple pulses. Our analysis explains peak regrowth and the constant clipping noise power spectrum over the whole OFDM band. We also establish the roughly proportional relationship between the clipping noise at the end of several clipping and filtering iterations, and that generated in the first iteration. The constant of proportionality is estimated by using the level-crossing theory $[15,16]$.

Using the clipping noise analysis, we propose a constant-scaling algorithm and an adaptive-scaling algorithm for tone-reservation. These algorithms scale the filtered first-iteration clipping noise by a constant or adaptively-calculated factor to compensate for peaks above the threshold. The simulation results show that our proposed algorithms achieve a larger PAR reduction and lower complexity than the active-set algorithm.

Compared to the previous works $[17,18]$, our main contributions are as follows:

1. Our analysis is focused on the complex OFDM signal. Compared to the baseband real OFDM signal [17,18], which has a Gaussian distribution, the complex OFDM signal has a Rayleigh distributed envelope and a complex phase, which make theoretical analysis more difficult.
2. We exploit a new model where the basic clipping pulse is approximated as a
parabolic magnitude function multiplied by a linear phase function. We derive the distribution of the phase change (in Appendices 4.7.B and 4.7.E), and prove that the phase change is small and can be omitted (in Appendix 4.7.D).
3. We prove all the conditions used in our analysis. Although these conditions are intuitive, proving them is nontrivial.
4. We extend the frequency spectrum analysis from the single pulse case ( [19]) to the multiple pulses case. Our analysis explains peak regrowth and the constant clipping noise power spectrum over the whole OFDM band.
5. We propose two algorithms to find the near-optimal scaling factor. Compared to the active-set algorithm [20], our algorithms obtain a larger PAR reduction with lower complexity.
6. We propose a fast method to calculate the PAR and to find the clipping noise. We provide a necessary condition of large peaks. Only the samples that satisfy this condition need to be calculated. Because the number of such samples is small, the execution time ${ }^{1}$ of calculating the PAR and finding the clipping noise is small. This method can also be used in other PAR-reduction techniques such as Selective Mapping (SLM) and Partial Transmit Sequences (PTS).

Chapter 5 focuses on reducing the PAR by using the sign-selection technique, which optimizes the signs of data symbols to minimize the PAR. We first propose an adaptive mapping scheme to eliminate the need for side information at the receiver. To solve the discrete optimization problem associated with the sign-selection technique, we propose in Section 5.3 three new probabilistic algorithms (the random selection, modified PTS, and recursive partial sequence methods) to find better suboptimal solutions.

Stochastic search and optimization techniques [21] can also be used to find good suboptimal solutions for the discrete optimization problem. In Section 5.4, we develop two Cross-Entropy (CE)-based PAR-reduction algorithms. Near-optimal solutions are obtained with lower complexity by simultaneously modifying the probabilities of

[^0]the signs of all the subcarriers via the CE method. With a fixed number of iterations, these two algorithms obtain the same PAR reduction as the derandomization method $[22,23]$ with an $\mathcal{O}(N \log N)$ complexity. They also offer a flexible tradeoff between PAR reduction and execution time. The simulations show that, for the same level of PAR reduction, our algorithms require less execution time than the SLM and derandomization methods. To the best of our knowledge, our work is this first application of the CE method to PAR reduction.

Section 5.5 considers PAR reduction based on clipping-noise guided sign-selection. The key idea of clipping-noise guided sign-selection (CGS) is to iteratively flip the signs of those subcarriers with high levels of clipping noise. In each iteration, the key task is to determine the number and locations of such subcarriers. We develop suitable criteria for this task and derive two CGS algorithms that can handle both unitary (e.g., $M$-ary Phase Shift Keying (PSK)) and non-unitary (e.g., $M$-ary Quadrature amplitude modulation (QAM)) signal constellations. Although a direct comparison among PTS and SLM and CGS is not possible (as PTS and SLM use much less side information), CGS gains about $1-2 \mathrm{~dB}$ over these two methods for a 256 -subcarrier system. A fair comparison by fixing the amount of side information is possible among CGS, derandomization and tone reservation. In this case, for a 256 -subcarrier system, CGS outperforms these two methods by about 1 dB .

In Chapter 6, we generalize the Rudin-Shapiro sequences [24-26] to trade off the coding rate and the PAR. The generalized sequence is constructed from an initial PSK sequence. Its PAR is then two times that of the initial sequence, and the coding rate is increased to $\frac{\log _{2} N+2 m-2}{N m}$, where $N$ is the number of subcarriers, and $m$ is the length of the initial sequence. We show that the PAR of the generalized sequence can be further reduced by optimizing the signs of the initial sequence.

## Chapter 2

## OFDM Systems

### 2.1 OFDM Signalling

OFDM transmits data symbols through a set of orthogonal subcarriers [27]. At the transmitter, data symbols on each subcarrier are chosen from a given $M_{k}$-point signal constellation $(k=0, \ldots, N-1)$, each of time duration $T_{s}$. $M_{k}$ may be different for different subcarriers if bit-loading algorithms are used (e.g., in DMT systems). On the other hand, usually $M_{k} \equiv M$ in wireless communication systems. Each $N$ data symbols form an OFDM block $\mathbf{X}=\left[X_{0}, \ldots X_{N-1}\right]$, which are modulated to $N$ subcarriers and then added together and up-converted to the carrier frequency for transmission. The transmitted signal can be written as

$$
\begin{equation*}
x_{c}(t)=\Re\left[\sum_{l} x_{l}(t-l T) e^{j 2 \pi f_{c} t}\right], \tag{2.1}
\end{equation*}
$$

where $\mathfrak{R}[x]$ represents the real part of $x, f_{c}$ is the carrier frequency, and $x_{l}(t)$ is the $l$-th baseband equivalent time-domain OFDM symbol,

$$
\begin{equation*}
x_{l}(t)=\frac{1}{\sqrt{N}} \sum_{k=-N / 2}^{N / 2-1} X_{l,\langle k+N\rangle} e^{j 2 \pi k \Delta f t}, \quad 0 \leq t \leq T \tag{2.2}
\end{equation*}
$$

with $\langle k+N\rangle$ denoting $(K+N)$ modulo $N, \Delta f=1 / T$ representing the frequency spacing, and $T=N T_{s}$ being the time duration of the OFDM symbol. Because different OFDM symbols do not overlap, only one OFDM symbol needs to be considered, and the subscript "l" can be dropped.

Eq. (2.2) can be calculated more conveniently in the discrete-time domain. By sampling $x(t)$ at frequency $f_{s}=J N / T$, where $J$ is the oversampling factor, the
discrete-time OFDM symbol $x_{n}$ can be written as

$$
\begin{equation*}
x_{n}=\frac{1}{\sqrt{N}} \sum_{k=-N / 2}^{N / 2-1} X_{\langle k+N\rangle} e^{j \frac{2 \pi}{J N} n k}, \quad n=0, \ldots, J N-1 \tag{2.3}
\end{equation*}
$$

When $J=1$, the above equation reduces to the Nyquist rate sampling case. Eq. (2.3) can be implemented by using a length- $(J N)$ IFFT operation with the input vector

$$
\begin{equation*}
\mathbf{X}_{\mathrm{ext}}=[X_{0}, \ldots, X_{N / 2-1}, \underbrace{0, \ldots, 0}_{(J-1) N \text { zeros }}, X_{N / 2}, \ldots, X_{N-1}] . \tag{2.4}
\end{equation*}
$$

Thus, $\mathbf{X}_{\text {ext }}$ is extended from $\mathbf{X}$ by using the so-called zero-insertion scheme, i.e., by inserting $(J N-1)$ zeros in the middle of $\mathbf{X}$.

In the literature, the zero-padding scheme, which appends $(J N-1)$ zeros at the end of $\mathbf{X}$, is also used. By using the zero-padding scheme, (2.2) and (2.3) may be written as

$$
\begin{align*}
x(t) & =\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_{k} e^{j 2 \pi k \Delta f t}, \quad 0 \leq t \leq T  \tag{2.5}\\
x_{n} & =\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_{k} e^{j \frac{2 \pi}{J N} n k}, \quad n=0, \ldots, J N-1, \tag{2.6}
\end{align*}
$$

and the implementation of (2.6) is a length- $(J N)$ IFFT with the input vector

$$
\begin{equation*}
\mathbf{X}_{\mathrm{ext}}=[X_{0}, X_{1}, \ldots, X_{N-1}, \underbrace{0, \ldots, 0}_{(J-1) N \text { zeros }}] . \tag{2.7}
\end{equation*}
$$

The difference between the zero-insertion and zero-padding schemes is the position of the carrier frequency $f_{c}$. Fig. 2.1 illustrates the frequency spectrum of both schemes. If zero-insertion is used, $f_{c}$ is in the middle of the OFDM spectrum, $X_{N / 2}, \ldots, X_{N-1}$ are modulated to the lower side-band (i.e., to the negative frequencies in the baseband equivalent model), and the ( $N / 2-1$ )-th and ( $N / 2$ )-th subcarriers are of the highest and lowest frequencies, respectively. On the other hand, if zero-padding is used, $f_{c}$ is on the left end of the OFDM spectrum, no lower side-band exists, and the 0 -th and $(N-1)$-th subcarriers are of the highest and lowest frequencies, respectively. The zero-insertion scheme matches practical situations and is easy to use for clipping analysis by using the level-crossing theory. However, these two schemes


Figure 2.1: OFDM spectrum of zero-insertion and zero-padding schemes
lead to no difference in PAR statistics. In this thesis, we will alternatively use both schemes to facilitate the analysis.

At the receiver, the received signal is first down-converted to baseband and is partitioned into signal blocks $y_{l}(t)$, each with time duration $T$. Then the $l$-th OFDM block can be extracted from the $y_{l}(t)$ by using a set of orthogonal signal basis $e^{-j 2 \pi k \Delta f t}$, $k=-N / 2, \ldots, N / 2-1$. Also, because any pair of $y_{l}(t)$ will not overlap, the subscript " $l$ " can be dropped in our analysis.

In practice, the received signal $y(t)$ is first sampled at the Nyquist frequency to obtain the discrete-time signal $y_{n}$. Then, the OFDM block is demodulated by using a length- $N$ FFT operation in accordance with

$$
\begin{equation*}
Y_{k}=\frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} y_{n} e^{-j \frac{2 \pi}{N} n k}, \quad k=0, \ldots, N-1 \tag{2.8}
\end{equation*}
$$

### 2.2 Modulation and Demodulation Procedure

The block diagram of the OFDM system is shown in Fig. 2.2. In this figure, at the transmitter, the input bitstream is first coded by using a FEC encoder. Then the coded serial bitstream is parsed into $N$ parallel bitstreams by using the Serial-toParallel (S/P) converter. Each of these parallel bitstreams is subsequently converted
to complex data symbols $X_{k}$. An IFFT converter is then used to modulate the OFDM symbols to discrete-time OFDM signals one by one. The data symbols in each OFDM block are therefore modulated into different subcarriers. After adding the cyclic prefix, the discrete-time OFDM signal is converted to a serial signal by using the Parallel-to-Serial ( $\mathrm{P} / \mathrm{S}$ ) converter. The obtained discrete-time signal is then transferred into the continuous-time domain by using a Digital-to-Analog (D/A) converter. Finally, this signal is amplified by using an HPA and is up-converted to the carrier frequency to facilitate its transfer in the actual wireless channel.


Figure 2.2: The block diagram of the OFDM system

At the receiver, the received analog bandpass signal is first down-converted to an analog baseband signal. After the Analog-to-Digital (A/D) conversion, the obtained digital signal is parsed into parallel data symbols, and the cyclic prefixes are removed. Then, the remaining data symbols are demodulated by using an FFT converter and are equalized by using a set of one-tap FEQ. The FEQ output symbols are then converted back to a serial bitstream by the digital demodulation and the $\mathrm{P} / \mathrm{S}$ conversion. After FEC decoding, the input bitstream is recovered at the receiver end.

### 2.3 Cyclic Prefix and FEQ

The cyclic prefix (CP) of a discrete-time signal $x_{n}$ is the last $v$ samples of $x_{n}$. It is inserted at the beginning of $x_{n}$ to combat the ISI without using complicated equalization techniques. Because of the multipath delay spread, signal dispersion and
overlapping will occur, leading to ISI. In other words, if the channel impulse response is $h_{n}, n=0, \ldots, L_{h}-1$, with $L_{h}$ representing the length of $h_{n}$, the received signal $y_{n}$ (without considering the channel noise) is the linear convolution of $x_{n}$ and $h_{n}$. However, with the use of a cyclic prefix, $y_{n}$ can be written as the circular convolution of $x_{n}$ and $h_{n}$, provided that $v \geq L_{h}-1$; i.e.,

$$
\begin{equation*}
y_{n}=x_{n} \otimes h_{n} \tag{2.9}
\end{equation*}
$$

where $\otimes$ denotes the circular convolution. In this case, after the FFT operation and dropping the cyclic prefix, we have

$$
\begin{equation*}
Y_{k}=X_{k} H_{k}, \quad k=0, \ldots, N-1, \tag{2.10}
\end{equation*}
$$

where $H_{k}$ 's are the $N$-point FFT of $h_{n}$. Therefore, if $H_{k}$ 's are known, $X_{k}$ can be recovered at the receiver by using a set of FEQ $W_{k}=1 / H_{k}$ in accordance with

$$
\begin{equation*}
X_{k}=Y_{k} W_{k}=Y_{k} / H_{k} \tag{2.11}
\end{equation*}
$$

The cyclic prefix is only a replica of $x_{n}$ and will not affect our PAR analysis. Hence, this prefix will not be considered in the following analysis.

### 2.4 Peak-to-Average Power Ratio

In OFDM systems, because the transmitted signal is the sum of a set of modulated signals, the peak power of the transmitted signal can be very high compared to its average power. Although occurring only with low probability, such large peaks have negative ramifications for the overall system. For instance, the HPA for RF transmission has to have a large linear range, which, however, is inefficiently used. Moreover, the distortion incurred by the nonlinearity of the HPA leads to in-band distortion and out-of-band radiation. The in-band distortion leads to increased BER [1]. On the other hand, the out-of-band distortion may severely interfere with the signal transmitted in the adjacent frequency bands.

The PAR of the transmitted signal can be defined as the ratio of the instantaneous power over the average power of the transmitted signal [28]:

$$
\begin{equation*}
\mathrm{PAR}_{x_{c}(t)} \triangleq \frac{\max \left|x_{c}(t)\right|^{2}}{\mathrm{E}\left\{\left|x_{c}(t)\right|^{2}\right\}}, \quad 0 \leq t \leq T \tag{2.12}
\end{equation*}
$$

where $\mathrm{E}\{\cdot\}$ represents the mean value of $(\cdot)$. On the other hand, the PAR problem can also be measured by using the baseband equivalent signal $x(t)$. Because [29]

$$
\begin{equation*}
\max \left|x_{c}(t)\right| \approx \max |x(t)| \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left\{\left|x_{c}(t)\right|^{2}\right\} \approx \frac{1}{2} \mathrm{E}\left\{|x(t)|^{2}\right\} \tag{2.14}
\end{equation*}
$$

we have

$$
\begin{equation*}
\operatorname{PAR}_{x_{c}(t)} \approx 2 \operatorname{PAR}_{x(t)} \tag{2.15}
\end{equation*}
$$

The above definition of the PAR can be called the continuous-time PAR. In practical situations, usually the PAR is calculated based on the oversampled baseband equivalent signal $x_{n}$ obtained from (2.3), in accordance with

$$
\begin{equation*}
\mathrm{PAR} \triangleq \frac{\max \left|x_{n}\right|^{2}}{\mathrm{E}\left\{\left|x_{n}\right|^{2}\right\}} \tag{2.16}
\end{equation*}
$$

This PAR distribution is referred to as the discrete-time PAR in this thesis. It was shown in $[30,31]$ that Nyquist sampling $(J=1)$ may not capture all peaks of $x(t)$. Therefore, oversampling is necessary to approximate the continuous-time PAR by using the discrete-time PAR. It has been shown [28] that for an acceptable approximation, the oversampling factor $J$ is required to be $J \geq 4$.

From (2.3) or (2.6),

$$
\mathrm{E}\left\{\left|x_{n}\right|^{2}\right\}=\frac{1}{N} \sum_{k}\left|X_{k}\right|^{2}
$$

If $X_{k}$ are independent, identically distributed (i.i.d.) random variables, the PAR of an OFDM system is al $=\mathrm{N}$. Therefore, in practice, a statistical definition of PAR is more frequently used. An OFDM signal is said to have a peak at $\xi$ with probability $P_{c}$ if

$$
\begin{equation*}
\operatorname{Pr}[\operatorname{PAR}(\mathbf{X}) \leq \xi]=P_{c} \tag{2.17}
\end{equation*}
$$

The PAR Complementary Cumulative Distribution Function (CCDF), also called the clip probability, is defined as $P(\xi)=\operatorname{Pr}[\operatorname{PAR}(\mathbf{X})>\xi]=1-P_{c}$; i.e., the probability that PAR exceeds $\xi$ is $1-P_{c}$. For example, the PAR distribution for different oversampling factors and for different $N$ 's are shown in Figures 2.3 and 2.4, respectively, which show that $J=4$ can provide an acceptable approximation to the continuoustime PAR distribution.


Figure 2.3: PAR distribution for different oversampling factors, $N=128$.


Figure 2.4: PAR distribution for different $N, L=4$.

## Chapter 3

## PAR-Reduction Techniques

### 3.1 High-Power Amplifiers

The purpose of PAR reduction is to counteract the nonlinear effect of the HPA. Usually, HPAs are characterized as memory-less nonlinear amplifiers in accordance with

$$
\begin{equation*}
g(x(t))=F(|x(t)|) e^{j(\phi(t)+\Phi(|x(t)|))} \tag{3.1}
\end{equation*}
$$

where $g(x(t))$ is the output of the HPA; $x(t)=|x(t)| e^{j \phi(t)}$ is the time domain signal input to the HPA; $F(|x(t)|)$ and $\Phi(|x(t)|)$ are, respectively, the AM/AM and the AM/PM distortion functions, where AM denotes the Amplitude Modulation, and PM denotes the Phase Modulation. Usually HPAs can be partitioned into three categories: the Soft Limiter (SL), the Solid State Power Amplifier (SSPA), and the Traveling-Wave Tube (TWT). Their characteristics can be described as follows.

### 3.1.1 Soft Limiter

The Soft Limiter [32] is the simplest model of the HPA. It introduces no distortion in the phase of the input signal and simply clips the signal magnitude when it exceeds a threshold. Therefore, the output of the soft limiter can be written as

$$
g(x(t))= \begin{cases}A e^{j \phi(t)}, & |x(t)|>A  \tag{3.2}\\ x(t), & \text { otherwise }\end{cases}
$$

where $A>0$ represents the threshold of the SL.

### 3.1.2 Solid State Power Amplifier

The SSPA is the most commonly used amplifier in wireless communications. The output of SSPA can be written as [1]

$$
\begin{equation*}
g(x(t))=\frac{|x(t)|}{\left(1+\left(\frac{|x(t)|}{A}\right)^{2 p}\right)^{\frac{1}{2 p}}} e^{j \phi(t)} ; \tag{3.3}
\end{equation*}
$$

i.e., it introduces no distortion in the signal phase. When $p \rightarrow \infty$, the SSPA becomes the SL. Usually, $p=3$ for a practical SSPA.

### 3.1.3 Traveling-Wave Tube

TWTs are wideband amplifiers widely used in satellite communications [33,34]. The AM/AM and AM/PM functions of TWT can be written as [28]

$$
\begin{align*}
F(|x(t)|) & =\frac{|x(t)|}{1+\left(\frac{|x(t)|}{2 A}\right)^{2}}  \tag{3.4}\\
\Phi(|x(t)|) & =\frac{\pi}{3} \frac{|x(t)|^{2}}{|x(t)|^{2}+4 A^{2}}
\end{align*}
$$

As a comparison, the AM/AM functions of SL, SSPA (for $p=3$ and $p=10$ ), and TWT are shown in Fig. 3.1. The AM/PM function of TWT is shown in Fig. 3.2.

### 3.1.4 PAR Distribution and BER Performance

When $X_{k}$ are PSK symbols, an upper bound of the PAR can be easily obtained as [35]

$$
\begin{equation*}
\xi \leq 1+\frac{2}{N} \sum_{n=1}^{N-1}\left|R_{X}(n)\right| \tag{3.5}
\end{equation*}
$$

where $R_{X}(n)$ is the aperiodic autocorrelation function of $X_{k}$ defined as

$$
\begin{equation*}
R_{X}(n)=\sum_{k=0}^{N-n-1} X_{k+n} X_{k}^{*} \tag{3.6}
\end{equation*}
$$

with $(\cdot)^{*}$ representing the complex conjugate. With the assumption that $X_{k}$ are i.i.d. random variables and based on the central limit theory, $x_{n}$ can be approximated


Figure 3.1: AM/AM functions of SL, SSPA (for $p=3$ and $p=10$ ), and TWT.


Figure 3.2: AM/PM function of TWT.
as (complex) Gaussian random variables when $N$ is large. Then, $\left|x_{n}\right|$ is Rayleigh distributed. The PAR distribution can be approximated as [36]

$$
\begin{equation*}
\operatorname{Pr}\left[\xi \leq \xi_{p}\right] \approx\left(1-e^{-\xi_{p} / 2 \sigma^{2}}\right)^{\alpha N} \tag{3.7}
\end{equation*}
$$

where $\sigma^{2}$ is the variance of the real or imaginary part of $x_{n}$, and $\alpha=2.8$ (obtained from empirical experiments). More accurate approximations are also available [37-56]. In [46], by using the theory of the level-crossing rate and normalizing $r(t)=|x(t)|$ such that $2 \sigma^{2}=1$, the probability that all peaks are lower than $r$ is

$$
\operatorname{Pr}(\max [r(t)]<r) \approx \begin{cases}\left(1-\frac{r e^{-r^{2}}}{\bar{r} e^{-\bar{r}^{2}}}\right)^{\sqrt{\frac{\pi}{3}} N \bar{r} e^{-\bar{r}^{2}}}, & \text { for } r>\bar{r}  \tag{3.8}\\ 0, & \text { for } r \leq \bar{r}\end{cases}
$$

where $\bar{r}$ is empirically obtained as $\bar{r}=\sqrt{\pi}$ for Quadrature Phase Shift Keying (QPSK) and slightly lower for 16QAM. The PAR distribution can then be found by replacing $r$ and $\bar{r}$ with $\sqrt{\xi_{p}}$ and $\sqrt{\xi_{p}}$, respectively.

The effect of signal clipping on BER performance has been extensively studied. Such analysis focuses mainly on the Signal-to-Noise-plus-Distortion Ratio (SNDR) and BER after the passage of $x(t)$ through an SL.

Clipping $x(t)$ by the SL introduces a clipping noise $f(t)=x(t)-g(x(t))$, which includes in-band distortion and out-of-band radiation. Fig. 3.3 illustrates the power spectral density (PSD) of unclipped and clipped OFDM signals. 9 dB clipping leads to relatively small $(-51 \mathrm{~dB})$ out-of-band radiation. However, deeper clipping, e.g., 6 dB and 3 dB clipping, significantly increases out-of-band radiation to -31 dB and -21 dB , which may be unacceptable in practical communications. In [45], it is shown that by applying Bussgang's theorem [32], the clipped signal can be written as

$$
\begin{equation*}
\hat{x}_{n}=\alpha x_{n}+d_{n}, \quad n=0, \ldots, J N-1, \tag{3.9}
\end{equation*}
$$

where $x_{n}$ and $d_{n}$ are uncorrelated, and the attenuation factor $\alpha$ can be found as

$$
\begin{equation*}
\alpha=1-e^{-\gamma^{2}}+\frac{\sqrt{\pi} \gamma}{2} \operatorname{erfc}(\gamma) \tag{3.10}
\end{equation*}
$$

with $\gamma=A / \sqrt{P_{i}}$.
For large $N$ and small $A$, the clipping noise can be approximated as a Gaussian process. For Nyquist-rate clipping ( $x_{n}$ is Nyquist-rate sampled), no out-of-band radiation exists. In this case, the SNDR for Additive White Gaussian Noise (AWGN)


Figure 3.3: Power spectral density of unclipped and time-domain-clipped OFDM signals.
channel is given by [45]

$$
\begin{equation*}
\mathrm{SNDR}=\frac{K_{\gamma} E_{s} / N_{0}}{\left(1-K_{\gamma}\right) E_{s} / N_{0}+1} \tag{3.11}
\end{equation*}
$$

where $E_{s} / N_{0}$ is the ratio of the signal energy over the noise Power Spectral Density (PSD) after clipping, and $K_{\gamma}=\alpha^{2} /\left(1-e^{-\gamma^{2}}\right)$. The BER of QPSK is then given by

$$
\begin{equation*}
P_{b}=Q(\mathrm{SNDR}), \tag{3.12}
\end{equation*}
$$

where $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-t^{2} / 2} d t$.
The assumption of Gaussian clipping noise holds only for small $A$. When $A$ is large, the clipping noise is a series of pulses which can be approximated as parabolic arcs [15]. Based on this approximation, the BER of a real-valued time domain OFDM signal (which is used for DMT applications) can be calculated as [17]

$$
\begin{equation*}
P_{b}=\frac{8 N(L-1)}{\sqrt{3} L} e^{-\gamma^{2} / 2} Q\left(\left[\frac{3 \pi \gamma^{2}}{\sqrt{8\left(L^{2}-1\right)}}\right]^{1 / 3}\right) \tag{3.13}
\end{equation*}
$$

where a square constellation of $L^{2}$ points with a minimum distance of $2 d$ is assumed.
In [49], the performance of OFDM with a strictly limited peak-power requirement is analyzed. The analytical results show that the clipping technique exhibits the lowest Input Back-off (IBO) requirement compared to the probabilistic techniques, especially when $N$ is large.

### 3.2 PAR-Reduction Techniques

Various techniques have been proposed to reduce the PAR, including clipping-based techniques, probabilistic techniques and coding techniques.

### 3.3 Categorization of the PAR Problem

PAR research can be divided into two categories: PAR distribution and BER evaluation, and the development of efficient PAR-reduction techniques. Fig. 3.4 illustrates this categorization. PAR-reduction techniques can be further divided into two categories: techniques with distortion and without distortion. Techniques with distortion are usually based on signal clipping and lead to continuous solutions where the OFDM signals are modified in a continuous manner. These techniques include iterative clipping and filtering [12, 19, 57, 58], and companding [59-81]. A detailed discussion of iterative clipping and filtering will be presented in the next subsection.

For techniques with distortion, distortion-cancellation techniques are necessary in order to reduce a possible BER loss. A task common to both categories is the development of low complexity algorithms.

Distortion-less PAR-reduction techniques are more attractive because they do not increase the BER. In fact, the BER can even be decreased by exploiting the inherent redundancy. These techniques can be divided into three categories: (1) techniques having continuous solutions such as tone reservation and Active Constellation Extension (ACE), (2) techniques having discrete solutions such as SLM, PTS and tone injection, and (3) coding techniques. Distortion-less techniques may need side information for correct detection. Developing efficient decoding techniques is also a related research area.


Figure 3.4: Categorization of the PAR problem

While the PAR problem has obvious practical value, it is also related to many theoretical research areas such as discrete optimization and coding theories.

### 3.3.1 PAR-Reduction Techniques with Distortion

The simplest PAR-reduction technique is clipping and filtering [12, 19, 57, 58]. This technique clips the OFDM signal to a predefined threshold and uses a filter to eliminate the out-of-band radiation. The purpose of this technique is to satisfy the spectral constraints so that the OFDM signal will not interfere with communications in the neighboring frequency bands. The inband distortion, however, cannot be eliminated, leading to increased BER. Because the probability of large peaks is small, the inband distortion is also small when the clipping threshold is large. Consequently, the BER increase may be small when, e.g., 4QAM is used, and may be tolerable in some applications. On the other hand, the inband distortion may be limited to a predefined strength [82-85] to reduce the BER increase, with the cost of degraded PAR-reduction performance. In [36], each clipping noise sample is multiplied by a window function (e.g., Gaussian, Kaiser, or Hamming) to suppress the out-of-band noise. Because the overall effect is the convolution of the clipping samples and the windowing function,
this approach leads to a bandwidth increase. Alternatively, the inband distortion can also be partly canceled at the receiver with additional computational cost. [86-89].

Filtering out-of-band radiation can be done in the time domain by using a lowpass filter [12] or in the frequency domain by using an FFT/IFFT pair [19, 58, 90]. By using frequency domain filtering, which requires less execution time than using a time-domain lowpass filter, the clipping noise is converted to the frequency domain by using oversampled FFT, and all out-of-band terms are set to zero. An IFFT is also required to convert the filtered clipping noise back to the time domain. Nevertheless, a side-effect of filtering is peak regrowth, shown in Fig. 3.5. After filtering, the signal peaks grows higher than the clipping threshold (but lower than the original peaks). Generally, peak regrowth can be combatted by iterative clipping and filtering [90]. However, the convergence is extremely slow after several iterations. To speed up the convergence, [90] proposes using a slightly lower clipping threshold, say, $95 \%$ of the desired PAR level [57], to better suppress peak regrowth.


Figure 3.5: Peak regrowth.

Clipping the OFDM signal is equivalent to passing the signal through a Soft Lim-
iter. The clipped portion of the signal cannot be perfectly recovered. In contrast, the companding transform [59-81] passes the OFDM signal through a smooth nonlinear function

$$
y(t)=g(x(t))
$$

where $x(t)$ is the input OFDM signal, and $g(x)$ is the nonlinear companding transform, to "compress" the large peaks in $x(t)$. The probability that $y(t)$ has large peaks is then much smaller than before companding transforming.

At the receiver, $x(t)$ is recovered by using $g^{-1}(t)$, the inverse transform of $g(t)$. The recovered OFDM signal can be written as

$$
\hat{x}(t)=g^{-1}(g(x(t))+z(t)),
$$

where $z(t)$ is the channel noise. The companding transform has two drawbacks. First, the signal bandwidth is expanded after the transform. ${ }^{1}$ Second, the channel noise $z(t)$ is enhanced at the receiver when recovering the compressed samples. The bandwidth expansion and noise enhancement depend on the target PAR level of the companding transform. If the target PAR level is low, filtering is required at the transmitter to eliminate the out-of-band radiation, which introduces inband distortion and peak regrowth. At the receiver, the BER may be unacceptable.

### 3.3.1.1 Clipping Noise Cancelation

Clipping noise can be partly cancelled at the receiver. In [91], the clipping noise is estimated and then cancelled by using oversampled signal reconstruction, which reconstructs the clipped samples by interpolating the oversampled signal. This method requires the transmission of a portion of the out-of-band radiation to the receiver. Thus, the OFDM bandwidth must be expanded by $25 \%$ or more. [92] proposes a decision-aided reconstruction method to mitigate the clipping noise. After channel equalization, this method first makes a hard decision (in the frequency domain) on the received signal samples $\hat{x}_{n}$ to estimate the data symbols, and then converts them back to the time domain to obtain $\tilde{x}_{n}$. If the channel distortion and channel noise are

[^1]omitted $^{2}, \hat{x}_{n}=x_{n}$ at the positions of $\left|x_{n}\right| \leq A$, where $A$ is the clipping threshold. On the other hand, $\tilde{x}_{n}$ contains samples larger than $A$ at the positions of $\left|x_{n}\right|>A$, which may be a better estimation of $x_{n}$ than $\hat{x}_{n}$ if the clipping is not severe. Therefore, $x_{n}$ can be estimated more accurately by
\[

\bar{x}_{n}= $$
\begin{cases}\hat{x}_{n}, & \hat{x}_{n} \leq A \\ \tilde{x}_{n}, & \text { otherwise }\end{cases}
$$
\]

This method is further improved in [86-89] by reconstructing the clipping noise, and is later applied to coded OFDM [93, 94] and MIMO OFDM [95]. By using (3.9), the received samples after the FFT operation can be written as

$$
\begin{equation*}
Y_{k}=\alpha H_{k} X_{k}+H_{k} D_{k}+Z_{k} \tag{3.14}
\end{equation*}
$$

where $Y_{k}, H_{k}, D_{k}$ and $Z_{k}$ are the received signal, channel response, clipping noise, and AWGN on the $k$-th subcarrier, respectively. Assuming that $H_{k}$ is known, a coarse estimation $\bar{X}_{k}$ can be obtained by making a hard decision on $Y_{k} / H_{k}$. By converting $\bar{X}_{k}$ to the time domain, clipping it in the same fashion as at the transmitter, and converting the clipped signal back to the frequency domain, we have

$$
\begin{equation*}
\tilde{X}_{k}=\alpha \bar{X}_{k}+\bar{D}_{k} \tag{3.15}
\end{equation*}
$$

Assume that most $\bar{X}_{k}$ are correct. Then $\bar{D}_{k} \approx D_{k}$, and one can use $\bar{D}_{k}$ to obtain a better estimation of $X_{k}$; i.e.,

$$
\begin{equation*}
\hat{Y}_{k}=Y_{k}-H_{k} \bar{D}_{k}=\alpha H_{k} X_{k}+H_{k}\left(D_{k}-\bar{D}_{k}\right)+Z_{k} . \tag{3.16}
\end{equation*}
$$

This procedure can be repeated to improve the estimation accuracy.

### 3.3.2 Tone-Reservation

The tone-reservation technique reserves $N_{r}$ tones for PAR reduction and uses the remaining $\left(N-N_{r}\right)$ tones for data transmission [18, 20, 96-104]. The reserved tones may be randomly selected, or be selected from the subcarriers that have low SNR and are not suitable for data transmission. The tone-reservation ratio $R=\frac{N_{r}}{N}$ is typically

[^2]small. The peak-canceling signal $c(t)$ is generated based on the reserved tones, and the peak-reduced signal is given by
$$
\hat{x}(t)=x(t)+c(t)=\frac{1}{\sqrt{N}} \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1}\left(X_{k}+C_{k}\right) e^{j 2 \pi k t / T}, \quad 0 \leq t \leq T
$$
where $\mathbf{C}=\left[C_{-\frac{N}{2}}, \ldots, C_{\frac{N}{2}-1}\right]$ is the set of peak-canceling tones. $\hat{x}(t)$ is amplified by the HPA and transmitted to the receiver. Denote $\mathcal{C}$ as the signal space of all possible C vectors.

Let $\mathcal{R}=\left\{i_{0}, \ldots, i_{N_{r}-1}\right\}$ be the locations of the reserved tones, where $-\frac{N}{2} \leq i_{0}<$ $i_{1}<\cdots<i_{N_{r}-1} \leq \frac{N}{2}-1$. Let the index set $\mathcal{R}^{c}$ be the complement of $\mathcal{R}$ in $\mathcal{N}=$ $\left\{-\frac{N}{2}, \ldots, \frac{N}{2}-1\right\}$. The constraint on $c(t)$ is that $\mathbf{C}$ must satisfy $C_{k} \equiv 0$ for $k \in \mathcal{R}^{c}$. On the other hand, $\mathbf{X}$ must satisfy $X_{k} \equiv 0$ for $k \in \mathcal{R}$. $\mathbf{X}$ and $\mathbf{C}$ are not allowed to be nonzero on the same subcarriers; i.e.,

$$
X_{k}+C_{k}= \begin{cases}X_{k} & k \in \mathcal{R}^{c}  \tag{3.17}\\ C_{k} & k \in \mathcal{R}\end{cases}
$$

Clearly, this technique reduces the normalized system throughput to $(1-R)$. For a frequency-selective fading channel (ignoring the nonlinear amplification), demodulation is done on a per-tone basis. Thus, (3.17) allows the reserved tones to be readily discarded. With this method, the BER of the data tones is the same as that of the original OFDM system. However, the BER of the whole system is slightly increased due to the slightly increased average transmit power.

With the tone-reservation, the PAR is redefined as

$$
\begin{equation*}
\xi=\frac{\max |x(t)+c(t)|^{2}}{E\left\{|x(t)|^{2}\right\}} \tag{3.18}
\end{equation*}
$$

that is, the peak-canceling signal $c(t)$ is excluded from the calculation of the average power to prevent the solution of a $c(t)$ having an averaged power much larger than that of $x(t)$. The denominator in Eq. (3.18) is a constant. Thus, C must be chosen to minimize the maximum of the time-domain signal:

$$
\begin{equation*}
\mathbf{C}^{(\mathrm{opt})}=\arg \min _{\mathbf{C} \in \mathcal{C} 0 \leq t \leq T} \max _{0 \leq-\frac{N}{2}}\left|\sum_{k=\frac{N}{2}-1}\left(X_{k}+C_{k}\right) e^{j 2 \pi k t / T}\right|^{2} \tag{3.19}
\end{equation*}
$$

Eq. (3.19) can be reformulated as a Quadratically Constrained Quadratic Program (QCQP) [18]:

$$
\begin{align*}
& \min _{\mathbf{C} \in \mathcal{C}} E  \tag{3.20}\\
& \text { subject to }\left|x_{n}+\mathbf{q}_{n} \mathbf{C}\right|^{2} \leq E
\end{align*}
$$

for $n=0,1, \ldots, J N-1$, where $\mathbf{q}_{n}$ is $n$-th row of the IDFT matrix. (3.20) is convex, and the global optimum exists [105]. However, finding the optimal solution requires a high computational cost. Suboptimal solutions are typically employed.

The simplest optimization technique for tone-reservation is iterative clipping and filtering [90]. In each iteration, this technique clips the OFDM signal to a predefined threshold $A$. The clipped signal is then filtered such that the clipping noise exists only on reserved tones. The convergence rate of this technique is extremely slow [18].

The controlled clipper algorithm [18] iteratively calculates the peak-reduced timedomain OFDM signal as follows:

$$
\begin{equation*}
\overline{\mathbf{x}}^{(i+1)}=\overline{\mathbf{x}}^{(i)}-\underbrace{\mu \sum_{\left|\bar{x}_{n}^{(i)}\right|>A} \alpha_{n}^{(i)} \mathbf{P}_{n}^{\|_{2}}}_{\mathbf{c}}, \tag{3.21}
\end{equation*}
$$

where $\overline{\mathbf{x}}^{(i)}$ is the peak-reduced signal at the $i$-th iteration, $\overline{\mathbf{x}}^{(0)}=\mathbf{x}, \mathbf{x}$ is the OFDM signal, $A$ is the target magnitude upper bound of the peak-reduced signal, $\alpha_{n}^{(i)}$ are the clipping noise samples at the $i$-th iteration, $\mathbf{P}_{n}^{\|_{2}}$ is the prototype peak-canceling signal, and $\mathbf{c}$ is the sample vector of the peak-canceling signal $c(t)$. The convergence rate of this algorithm slows down after several iterations, and many iterations are usually required to obtain a reasonable PAR reduction [18].

An active-set algorithm is proposed in [20] for tone-reservation. This algorithm first approximates the peak boundary (a circle centered at the origin of the complex plane) as a polygon. For example, Fig 3.6 shows an octagon of radius $A$. The magnitude of point $X$ can be approximated by

$$
\begin{aligned}
|X| \approx|X|_{\text {Approx }} & =\max \left[\mathfrak{R}[X], \mathfrak{R}\left[X e^{j \pi / 4}\right], \mathfrak{R}\left[X e^{j \pi / 2}\right], \mathfrak{R}\left[X e^{j 3 \pi / 4}\right]\right] \\
& =\max \left[\mathfrak{R}[X], \mathfrak{I}[X], \mathfrak{R}\left[X e^{j \pi / 4}\right], \mathfrak{I}\left[X e^{j \pi / 4}\right]\right]
\end{aligned}
$$

where $\mathfrak{R}[x]$ and $\mathfrak{I}[x]$ represent the real and imaginary parts of $x$, respectively. On the other hand, all points that satisfy $|X|_{\text {Approx }} \leq A$ are within the octagon of radix
$A$. In other words, if we reduce the approximated peak of an OFDM signal to $A$, its actual peak would be only slightly larger than $A$.

With this polygonal approximation, the complex OFDM vector $\mathbf{x}$ is written as a real vector $\hat{\mathbf{x}}$ consisting of the real and imaginary parts of $\mathbf{x}$ and its phase-shifted


Figure 3.6: Polygonal approximation of the peak boundary.

The active-set algorithm uses the same prototype peak-canceling signal $\mathbf{P}_{n}^{\|_{2}}$ (but is rewritten to a real vector $\hat{\mathbf{p}}$, as explained above) to reduce the PAR. This algorithm maintains an active set containing the peaks of $\hat{\mathbf{x}}$, whose magnitudes are reduced to the same level as that in previous iterations. Each sample $x_{n_{i}}$ in the active set is associated with a peak-canceling kernel $\hat{\mathbf{p}}_{i}$ (a shifted version of $\hat{\mathbf{p}}$ whose peak is at $n_{i}$ ). These $\hat{\mathbf{p}}_{i}$ are weighted and summed together to form the peak-canceling signal $\overline{\mathbf{p}}$. In each iteration, the weighting factors of $\hat{\mathbf{p}}_{i}$ are calculated by solving a set of $l$ linear equations, where $l$ is the iteration number, to find a proper optimization
direction. Then, at least all peaks of both $\hat{\mathbf{x}}$ and $\overline{\mathbf{p}}$ outside the active set ${ }^{3}$ are tested to find a proper optimization step size $\mu$. The peak-canceling signal $\overline{\mathbf{p}}$ is weighted by $\mu$ and is subtracted from $\hat{\mathbf{x}}$. Then, the magnitudes of all samples in the active set are equally reduced. The largest peak outside the active set is also reduced to the same magnitude of the samples in the active set, and is included in the active set. After several iterations, the PAR is reduced to a moderate level.

### 3.3.3 Active Constellation Extension

The ACE technique $[106,107]$ allows the constellation be extended (by the clipping noise) so that the minimum Euclidian distance between any two constellation points does not increase. For example, the shaded areas in Fig. 3.7 are the feasible extension regions for the 16QAM constellation.


Figure 3.7: Feasible extension region for 16-QAM constellation.

Finding the optimal peak-canceling signal is similar to (3.20) but with the additional constraint that the peak-canceling signal in the frequency domain does not allow the use of any value beyond the feasible region. The optimization methods discussed above can be applied to the ACE technique.

The ACE technique does not reduce the throughput. However, this technique slightly increases the average transmit power, leading to a slightly increased BER. Its

[^3]PAR-reduction capability depends on the signal constellation. Only the outer signal points in the constellation are allowed to move. If PSK or 4QAM constellations are used, all input data symbols are free to move in the feasible region, and a large PAR reduction is obtained. On the other hand, when an $M \mathrm{QAM}$ constellation, $M>4$, is used, in average only $\frac{4 \sqrt{M}-4}{M} N$ subcarriers in each OFDM block are available for PAR reduction. Thus, the PAR-reduction capability of ACE is small for large QAM constellations.

### 3.3.4 Probabilistic Techniques

By modifying the phase, amplitude and/or subcarrier position of input symbols, these techniques use several candidate OFDM signals to represent the same information, and select the one with the lowest PAR. Side information may be required at the receiver for correct detection.

### 3.3.4.1 Phase-Adjustment Techniques

A widely used technique is the modification of the phase of the input modulation symbols to reduce the PAR [108-111]. Let $\mathbf{X}=\left[X_{0}, \ldots, X_{N-1}\right]$ be an OFDM vector, and let $\mathbf{s}=\left[s_{0}, \ldots, s_{N-1}\right]=\left[e^{j \phi_{0}}, \ldots, e^{j \phi_{N-1}}\right]$ be a phase-adjustment vector. Then, the objective function is

$$
\begin{equation*}
\min _{\mathbf{s}}(\text { PAR of } \operatorname{IDFT}(\mathbf{s} \odot \mathbf{X})) \tag{3.23}
\end{equation*}
$$

where $\odot$ represents the element-wise multiplication. The optimal solution $\mathbf{s}^{(\mathrm{opt})}$ may be sent to the receiver as side information for the correct detection of the input modulation symbols. The distribution of $s_{k}, k=0, \ldots, N-1$, determines the minimum PAR that can be obtained. Assume that $s_{k}$ are i.i.d., $N$ is large, and $\mathbf{s}^{(\mathrm{opt})}$ is selected from $K$ randomly generated phase-adjustment vectors $\left\{\mathbf{s}^{(1)}, \ldots, \mathbf{s}^{(K)}\right\}$ according to a predefined distribution of $s_{k}$. If the PAR is calculated on the Nyquist-rate discrete-time-domain samples (i.e., $J=1$ for calculating the IDFT), it has been proved that the $\operatorname{PAR}$ of $\operatorname{IDFT}\left(\mathbf{s}^{(\mathrm{opt})} \odot \mathbf{X}\right)$ is minimized when $\mathrm{E}\left\{s_{k}\right\}=0$ [112]. Thus, we may choose $s_{k}$ from 1 or -1 with equal probability to minimize the resulting throughput loss. On the other hand, if the PAR is calculated on the oversampled discrete-timedomain samples (i.e., $J>1$ ) or on the continuous-time-domain signal, choosing $s_{k}$
from a larger set (e.g., $\left.s_{k} \in\{1, j,-1,-j\}\right)$ leads to only minor improvement in the PAR reduction [113]. In this thesis, we use $s_{k} \in\{1,-1\}$.

Eq. (3.23) describes a combinatorial optimization problem over the $N$ dimensional binary space $\{1,-1\}^{N}$. Let $s_{0} \equiv 1$ without loss of generality. The size of the search space is $2^{N-1}$, which grows exponentially with $N$. Also, finding the PAR of a phase sequence requires the evaluation of all the $J N$ samples of the phase-adjusted OFDM block. The execution time of finding the optimal phase sequence is thus prohibitively large when $N$ is large. Many suboptimal techniques have been proposed to reduce the optimization complexity by reducing the search space and/or by efficiently computing the PAR of each phase sequence.
[114] proposes an method to estimate the PAR of a phase sequence without computing all the $J N$ samples. If the estimated PAR is large, the phase sequence is rejected. Otherwise, the exact PAR is calculated as usual and compared with that of other sequences to find the optimum sequence. In [115], the polygonal approximation of the peak boundary [20] (3.22) is used to reduce the number of multiplications in finding the PAR of a sequence, at the cost of an increased number of additions. However, because the total number of arithmetic operations (multiplications and additions) is still large, this method does not reduce the execution time when the multiplier-accumulator [116] is used ${ }^{4}$. In [104], we propose a fast algorithm to compute the PAR. (This algorithm will be discussed in Section 4.3.) The above methods can be combined with other methods that reduce the search space to further speed up the optimization.

To reduce the search space, [117] proposes two criteria for constructing a phase sequence set that may lead to a low PAR. By studying the PAR relationship between two sign sequences, [117] proves that the upper bound of the PAR difference between two sign sequences is statistically maximized when the two sign sequences are orthogonal. Moreover, the element-wise product of any two sequences in the set should not be periodical or similar to periodical. However, a systematic construction method has not been found.

The SLM method [118-120] uses a set of $K, K \ll 2^{N-1}$, randomly generated phase

[^4]sequences $\left\{\mathbf{s}^{(1)}, \ldots, \mathbf{s}^{(K)}\right\}$. For each OFDM block, the phase sequence $\mathbf{s}^{(i)}$ leading to the lowest PAR is selected to adjust the phases of the OFDM block. Thus, the search space is reduced to a set of $K$ phase sequences. SLM reduces the probability of large peaks. If the probability that $\mathbf{s}_{i}(i=1, \ldots, K)$ leads to a PAR larger than $\xi$ is $P_{\xi}$, then the probability that all $\mathbf{s}_{i}$ leading to a PAR larger than $\xi$ is $P_{\xi}^{K}<P_{\xi}$. SLM requires $K$ IFFTs for each OFDM block, and the minimum side information is $\log _{2} K$ bits.

The PTS technique [13,121-124] partitions each OFDM block $\mathbf{X}$ into $K, K \ll N$, disjoint subblocks $\mathbf{X}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{K}\right]$. The sign sequence $\mathbf{s}$ is also partitioned into $K$ corresponding subblocks $\mathbf{s}=\left[\mathbf{s}_{1}, \ldots, \mathbf{s}_{K}\right]$, where the elements within each $\mathbf{s}_{i}$ are the same; i.e., $\mathbf{s}_{i}=\left[s_{i}, s_{i}, \ldots, s_{i}\right]$. The size of the search space is then reduced from $2^{N-1}$ to $2^{K-1}$, making an exhaustive search possible. $2^{K-1}$ IFFTs are required for each OFDM block if the PAR of each sign sequence is calculated by using an IFFT. However,

$$
\begin{equation*}
\mathbf{x}=\operatorname{IFFT}[\mathbf{s} \odot \mathbf{X}]=\sum_{k=1}^{K} s_{k} \operatorname{IFFT}\left[\mathbf{X}_{k}\right] \tag{3.24}
\end{equation*}
$$

where $\mathbf{x}$ is the vector of time domain signal. Thus, $\operatorname{IFFT}\left[\mathbf{X}_{k}\right]$ can be calculated and stored before searching for the suitable phase sequence. Then, optimizing the PAR of each OFDM block requires only $K$ IFFTs and $2^{K-1} J N(K-1)$ complex additions. The minimum side information is $(K-1)$ bits (because $\mathbf{s}_{1} \equiv 1$ ).

It has been proved that global optimal $\mathbf{s}^{(\text {(opt })}$ leads to a constant PAR [22]. By using the derandomization method, the PAR can be iteratively reduced to less than $c \log N$ where $c$ is a constant [23,125]. This approach outperforms other probabilistic techniques, but with a complexity of $\mathcal{O}\left(N^{2}\right)$.

A sign-flipping method is proposed to reduce the execution time of PTS [126], where, in each iteration, the sign of a subblock is flipped between +1 and -1 , and the one leading to the lower PAR is retained. The whole search space can be formulated as a binary tree. The sign-flipping method searches only one branch of the tree. By searching more branches, a larger PAR reduction can be obtained with increased execution time [127]; for example, we may search only the all-1 phase sequence and its neighbors having a Hamming distance less than or equal to $r$ [128]. In addition to the $2^{K-1}$ phase sequences (i.e., $K$ subblocks) that modify the OFDM block to reduce the PAR, extra modifications of the OFDM block can be obtained by complex
conjugating, frequency-reversing or circular-shifting a subblock, or multiplying a subblock by a predefined phase sequence ${ }^{5}$ [129]. A dual-layer search scheme is proposed in [130], where an OFDM block is divided into $D$ subgroups, called divisions, and each division is further divided into $M$ subblocks. A suboptimal sign sequence can be found by, e.g., first optimizing the signs of each subblock and then optimizing the signs of each division. [131] proposes using a sphere decoder [132-135] to find the optimal phase sequence for PTS. In [136], suboptimal solutions are found by using a trellis search.

In $[137,138]$, the IFFT algorithm (used for converting the OFDM block to the time domain) is modified such that the original OFDM block is first processed by the IFFT algorithm for $k$ stages (the complete $N$-point IFFT algorithm has $\log _{2} N$ stages) to obtain a intermediate sequence. Different phase sequences are applied to the intermediate sequence and then converted to the time domain by completing the last $n-k$ stages. Because the last $n-k$ stages involve only small-sized IFFTs, the total execution time is then reduced. By exploiting the structure of IFFT, a set of specially designed phase sequences can be constructed such that, after calculating the PAR of a "base" phase sequence, the PAR of the other phase sequences can be calculated from this "base" sequence by using additions only [139-141].

A threshold may be used to reduce the execution time. That is, we search the whole solution space until a phase sequence leading to a PAR lower than a threshold is found. The average execution time is low. However, the latency varies because, with a small occurrence probability, some OFDM blocks may need to test a large number of phase sequences to reach the threshold. Such a latency problem can be alleviated by using an input buffer and an output buffer [142].

An alternative to the PTS technique is based on the quantization of the continu-

[^5]ously valued (sub)optimal solution. Rewrite (3.24) as
\[

\mathbf{x}=\underbrace{\left[$$
\begin{array}{cccc}
A_{1,1} & A_{1,2} & \cdots & A_{1, M}  \tag{3.25}\\
A_{2,1} & A_{2,2} & \cdots & A_{2, M} \\
\vdots & \vdots & & \vdots \\
A_{J N, 1} & A_{J N, 2} & \cdots & A_{J N, M}
\end{array}
$$\right]}_{\mathbf{A}} \underbrace{\left[$$
\begin{array}{c}
s_{1} \\
s_{2} \\
\vdots \\
s_{M}
\end{array}
$$\right]}_{\mathbf{s}}
\]

where $\left[A_{1, m}, A_{2, m}, \cdots, A_{J N, m}\right]^{T}$ is the IFFT of $\mathbf{X}_{m}$. For each row of $\mathbf{A}$, an optimal $\mathbf{s}$ can be found either by sorting the elements in this row of $\mathbf{A}$ according to the decreasing order of their magnitudes and letting $s_{k}$ alternatively be the phase and negative phase of the corresponding $A_{n, m}$ [143], or by projecting a predefined vector to the null space of this row of $\mathbf{A}[144]$. Then, the optimal continuous valued $\mathbf{s}$ is quantized to discrete values. Eventually, $J N$ candidates of $\mathbf{s}$ are found, and the one leading to the lowest PAR is selected.

### 3.3.4.2 The Side Information Issue

Side information may be embedded in the OFDM block for transmission, or may be eliminated at the cost of lowered throughput or coding gain. Side information must be embedded in the OFDM block before PAR optimization because, otherwise, peak regrowth may occur [145]. [146] proposes using a marking algorithm to embed side information for PTS. For every possible sign sequence, this algorithm rotates every other data symbol in the subblocks having negative signs by $\pi / 4$. A sign sequence with the lowest PAR is then searched. This method does not lead to any throughput loss. However, if a high-order constellation is used, this method requires a large computational cost for decoding, but the decoding results may not be reliable [147]. In [28], side information is inserted at the beginning and the middle of the OFDM block if SLM or interleaving (discussed later) is used, or is inserted into the first subblock of the next OFDM block if PTS is used.
[148] proposes an SLM scheme without transmitting side information for coded OFDM. This scheme encodes data symbols by using a ( $n, k$ ) non-binary code. Only the parity-check symbols are allow to change signs by using one of the $K$ predefined sign sequences. The receiver also knows the $K$ sign sequences. At the receiver, a
new set of parity-check symbols are constructed by encoding the received $k$ data symbols, and then compared with the received parity-check symbols to estimate the sign sequence. This estimated sequence is then compared to the $K$ sign sequences to find the one used at the transmitter. This scheme has no throughput loss due to side information, but the coding gain is lowered.
[122] shows that transmitting side information is not necessary if the Hamming distance of the phase sequences used in PTS or SLM is large, and the phase-adjusted symbols do not fall on any modulation constellation points. By using a simplified maximum likelihood (ML) decoder at the receiver, data symbols are recovered with a slightly increased BER.

When a low PAR is required, the amount of side information is large, and finding a set of phase sequences to satisfy the condition in [122] might be difficult. In this case, one may modify the modulation constellation to eliminate side information. In [149], we propose an adaptive mapping scheme to map the modulation constellation $\mathcal{Q}_{M}$ to $\mathcal{Q}_{2 M}$. We will discuss this scheme in Chapter 5. In [150, 151], hexagonal constellations are used to avoid side information. Fig. 3.8 illustrates an example of the 91-point hexagonal (91-Hex) constellation. The 64 points marked by $\circ$ and $\Delta$ are used to carry six information bits. Thus, the 91-Hex constellation has the same throughput and the same minimum Euclidian distance as the square 64QAM constellation. Its average symbol energy is $10.36 d^{2}$, where $d$ is the minimum Euclidian distance, which is slightly smaller than that of the square 64QAM $\left(10.50 d^{2}\right)$.

The signs of 27 outer points $\Delta$ can be modified (between $\Delta$ and $\times$ ) to minimize the PAR. Therefore, no side information is required at the receiver. However, on average, only $\bar{N}_{s}=27$ subcarriers are allowed to change for PAR reduction, and the average search space is reduced to $S=\left(1+\frac{\bar{N}_{s}}{N}\right)^{N}$.

### 3.3.4.3 Amplitude/Phase-Adjustment Techniques

The PAR of OFDM signals can be reduced by modifying the amplitude and phase of the data symbols. The tone injection technique [18] expands the constellation. For example, Fig. 3.9 shows the extension of 16QAM, where a point $A_{1}$ of the original 16QAM (the shaded area) can be mapped to $A_{1}, A_{2}, A_{3}$ or $A_{4}$. A search in a discrete solution space is then required to find the optimum mapping. To simplify the search,


Figure 3.8: The 91-point hexagonal constellation.
usually only the points within the dashed square are used, and each 16QAM symbol has two mapping choices. No side information is required at the receiver. However, the average power is slightly increased.


Figure 3.9: Tone Injection.

Trellis shaping, which is ordinarily used for reducing the average power at the same bit rate [152], can also be used to reduce the PAR [153-156]. This technique uses the same constellation expansion as tone injection. However, by using a convolutional code, this technique gives rise to higher throughput than tone injection. For example, trellis shaping encodes each five bits to a point in Fig. 3.9. Similar to tone injection, the trellis shaping technique first maps four bits to a point, say $A_{1}$, in the shaded area. The other bit $s$ is extended to a 2 -bit inverse syndrome of a rate- $1 / 2$ convolutional codeword $\mathbf{z}=s\left(\mathbf{H}^{-1}\right)^{T}$, where $\mathbf{H}$ is the generator matrix of the convolutional code, and $(\cdot)^{T}$ represents the matrix transpose. By using the Viterbi decoder, a codeword $\mathbf{y}$ is generated such that $\mathbf{y}+\mathbf{z}$ selects the one among $A_{1}, \ldots, A_{4}$ that leads to the lowest PAR.

### 3.3.4.4 Scrambling and interleaving

Data permutation can also be used to randomly generate $K$ independent candidates for PAR reduction [157-160]. The permutation can be performed either bit-wise or symbol-wise. In [161], a selective scrambling approach is proposed where 4 scramblers are used for picking up the candidate with the lowest PAR, and 2 bits ( $00,01,10$, or 11 ) are concatenated with information bits to indicate which scrambler is used. By using a convolutional encoder [162] or a shift-register with a feedback branch [163], side information can be embedded into the scrambled vector as the scrambler's initial state. Similar to the method proposed in [163], a guided scrambling method is proposed in [164] for SLM and PTS, where the OFDM block (or subblocks if PTS is used) is first augmented by different pattern labels (binary vectors), and then divided by the scrambling polynomial. Side information (i.e., the label of the selected pattern) is then embedded in the scrambled vector.

Usually, $L$ pilot tones are inserted in each OFDM block to acquire the channel state information. As long as the pilot tones are equal-power and equally spaced, changing the position of the pilot tone set does not affect channel estimation [165]. Thus, one may reduce the PAR of an OFDM block by shifting the pilot tone set to the optimal position [166]. Because the average power of the pilot tones is larger than that of the data tones, the former can be easily separated from the latter without side information at the receiver. PAR can also be reduced by setting some carefully-
selected subcarriers to zero to obtain a zero-padded PSK [9]. This approach can also be viewed as modifying the signal constellation such that zero is included in the constellation.

### 3.3.5 Coding Techniques

Coding techniques transmit only the low-PAR codewords [30,167,168]. Golay complementary sets may be used to generate polyphase sequences with a low PAR [14].
$K$ sequences $\mathbf{X}_{1}, \ldots, \mathbf{X}_{K}$ are said to be complementary if the sum of their aperiodic autocorrelation functions satisfies

$$
\begin{equation*}
\sum_{k=1}^{K} R_{\mathbf{X}_{k}}(n)=\delta(n) \sum_{k=1}^{K} R_{\mathbf{X}_{k}}(0) \tag{3.26}
\end{equation*}
$$

where $\delta(n)$ is the Kronecker delta function, and $R_{\mathbf{X}_{k}}(n)$ is defined in (3.6). Golay complementary sets become Golay complementary pairs when $K=2$. We can show that

$$
\begin{equation*}
\mathrm{PAR}_{\mathbf{x}_{k}} \leq K, \quad k=1, \ldots, K \tag{3.27}
\end{equation*}
$$

The Rudin-Shapiro sequence [14] is a special case of the Golay complementary pair, which can be generated recursively as follows:

$$
\begin{align*}
& p_{n+1}=p_{n}+e^{j \theta_{n}} z^{2^{n}} q_{n},  \tag{3.28}\\
& q_{n+1}=p_{n}-e^{j \theta_{n}} z^{2^{n}} q_{n}, \tag{3.29}
\end{align*}
$$

where $p_{0}=q_{0}=1, z=e^{j \omega_{0} t}$, and $e^{j \theta_{n}}$ are PSK symbols. The PAR of $p_{n}$ or $q_{n}$ is no larger than 2.

Golay complementary sequences can also be generated by concatenating or interleaving two short complementary sequences [168]. [14] shows that most Golay complementary sets are related to first-order Reed-Muller codes. Therefore, a Golay complementary sequence can be generated by

$$
\begin{equation*}
\mathbf{X}=\left[u_{0}, u_{1}, \ldots, u_{m}, c_{1}, c_{2}, \ldots, c_{K}\right] \mathbf{G} \tag{3.30}
\end{equation*}
$$

where $u_{i} \in\{0, \ldots, M-1\}(i=0, \ldots, m$, and $M$ is an even number $)$ are phase indices of $M$-PSK symbols, $c_{k} \in\{0, M / 2\}\left(k=1, \ldots, K\right.$, and $\left.K=\binom{m}{2}\right)$ defines the secondorder coset, $\mathbf{G}$ is the generator matrix of the second-order Reed-Muller code with
elements of 0 or 1 and the dimension of $(m+K+1) \times 2^{m}$, and the addition and multiplication operations in the matrix multiplication are defined over the modulo$M$. The corresponding $M$-PSK OFDM block is $e^{j \mathbf{X} / M}$.

For a given $c_{k}$, the minimum Hamming distance is $d_{\text {min }}=2^{m-1}$, and the coding rate is

$$
\begin{equation*}
R=\frac{m+1}{2^{m}}=\frac{\log _{2} N+1}{N} \tag{3.31}
\end{equation*}
$$

where $N$ is the length of the coded codewords. With $N$ increasing, $R$ goes to zero.
Many choices of $c_{k}$ lead to codewords with a PAR of less than 2 . If all these codewords are used, the minimum Hamming distance is $d_{\text {min }}=2^{m-2}$, and the increased coding rate is bounded as

$$
\begin{equation*}
R \leq \frac{m+1+\binom{m}{2}}{2^{m}} \tag{3.32}
\end{equation*}
$$

However, $R$ is close to zero when $N$ is very large.
Reed-Muller codes can be written as a boolean function $f\left(x_{1}, \ldots, x_{m}\right)$, where $\left[x_{m}, \ldots, x_{1}\right]^{T}$ forms a $m$ by $2^{m}$ matrix with columns, from left to right, being the binary representation of $1,2, \ldots, 2^{m}$, respectively. The second-order Reed-Muller code contains only the terms of $x_{i}$ and $x_{i} x_{j}(\forall i$ and $j)$. [14] shows that, for any permutation $\pi$ of the symbols $\{1,2, \ldots, m\}$ and for any $u, u_{k} \in \mathbb{Z}_{2^{h}}$, where $h$ is an integer,

$$
\begin{equation*}
a\left(x_{1}, \ldots, x_{m}\right)=\sum_{k=1}^{m} u_{k} x_{k}+2^{h-1} \sum_{k=1}^{m-1} x_{\pi(k)} x_{\pi(k+1)}+u, \tag{3.33}
\end{equation*}
$$

is a Golay complementary sequence over $\mathbb{Z}_{2^{h}}$ of length $2^{m}$. The second term determines the value of $c_{k}$ in (3.30). This equation gives $m!/ 2$ cosets of first-order Reed-Muller codes. Therefore, the coding rate is

$$
\begin{equation*}
R=\frac{m+1+\left\lfloor\log _{2}(m!/ 2)\right\rfloor}{2^{m}} \tag{3.34}
\end{equation*}
$$

[169] proves that (3.33) forms a path on a graph $G(Q)$ with vertices of $x_{1}, x_{2}, \ldots x_{m}$. If deleting $k$ vertices of the graph results in a path, then all codewords of the coset $Q+\mathrm{RM}_{q}(1, m)$ ( $q$ is an even number) have a PAR no larger than $2^{k+1}$. Therefore, a tradeoff is allowed between the coding rate and the PAR. Similarly, [170] proposed multiple shift codes, which also make a tradeoff between the coding rate and the PAR. The main property of multiple shift codes is

$$
\begin{equation*}
R_{\mathbf{X}}(n)+R_{\mathbf{Y}}(n)=0, \quad \text { for } 1 \leq n \leq N-1 \text { and } n \bmod L=0 \tag{3.35}
\end{equation*}
$$

where $L \in\{1,2, \ldots, N-1\}$. The PAR of $\mathbf{X}$ or $\mathbf{Y}$ is then no larger than $L$.
Ordinary Golay complementary sequences are restricted to PSK modulation. Recently, methods of constructing complementary sequences on high-order QAM constellations have been proposed [171,172]. These methods use two 4QAM on the complex plane. By properly choosing the offsets of the two 4QAM, complementary sequences can be constructed on 16QAM or 64QAM. For more detail, see [172] and the references therein.

### 3.3.6 PAR Reduction for MIMO OFDM Systems

Interest has been growing in the application of OFDM in multiple antenna systems and the use of Space-Time Block Codes (STBCs) or Space-Frequency Block Codes (SFBCs) to combat fading and reduce the outage probability. The MultipleInput Multiple-Output (MIMO) OFDM system also suffers from a high PAR. Generally, PAR-reduction techniques for conventional Single-Input Single-Output (SISO) OFDM systems can be directly applied to MIMO OFDM systems. Some modifications exploiting the structure of MIMO systems are also proposed in the literature [173-178].

Instead of optimizing each antenna separately as in SISO OFDM, most modifications for PAR reduction in MIMO OFDM focus on optimization over all the antennas to reduce the amount of side information and/or the computational cost (with a slight loss of PAR-reduction performance). For example, when SLM is used, each phaseadjustment vector is multiplied to all antennas. The phase-adjustment vector leading to the lowest PAR on all antennas is selected [175]. The cross-antenna rotation and inversion (CARI) method also adjusts the phase of the data symbols and swaps data symbols between two antennas to reduce the PAR [178]. When SFBCs is used in MIMO OFDM, CARI must be modified such that the SFBCs code structure is not violated [173].

## Chapter 4

## PAR Reduction Using Clipping-based Techniques

In this chapter, we analyze the clipping noise under the tone-reservation constraints and propose two clipping-based algorithms for peak reduction in OFDM systems [104]. To facilitate our analysis, we use the zero-inserting OFDM system where the carrier frequency is in the middle of the OFDM frequency band. The time-domain OFDM symbol $x(t)$ and its discrete-time samples $x_{n}$ may be written as

$$
\begin{equation*}
x(t)=\frac{1}{\sqrt{N}} \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} X_{k} e^{j 2 \pi k t / T}, \quad 0 \leq t \leq T, \tag{4.1}
\end{equation*}
$$

where $N$ data symbols $X_{k}$ form an OFDM block $\mathbf{X}=\left[X_{-\frac{N}{2}}, \ldots, X_{\frac{N}{2}-1}\right]$, and $T$ is the OFDM symbol period, and

$$
\begin{equation*}
x_{n}=\frac{1}{\sqrt{N}} \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} X_{k} e^{j 2 \pi \frac{n k}{J N}}, \quad n=0, \ldots, J N-1 \tag{4.2}
\end{equation*}
$$

where $J$ is the oversampling factor.

### 4.1 Problem Formulation

The tone-reservation technique [18] reserves $N_{r}$ tones for PAR reduction and uses the remaining $\left(N-N_{r}\right)$ tones for data transmission. The tone-reservation ratio $R=\frac{N_{r}}{N}$ is typically small. The simplest method to generate the peak-canceling signal is iterative clipping and filtering [90]. In each iteration, this technique clips the OFDM signal to
a predefined threshold $A$. The clipped signal is then filtered such that the clipping noise exists on the reserved tones only. The convergence rate of this technique is slow.

Alternatively, we scale the filtered clipping noise to form the peak-canceling signal $c(t)$. For clipping $x(t)$ using a soft limiter [32], the clipped OFDM signal $\tilde{x}(t)$ becomes

$$
\tilde{x}(t)= \begin{cases}A e^{j \theta(t)}, & |x(t)|>A  \tag{4.3}\\ x(t), & |x(t)| \leq A\end{cases}
$$

where $A$ is the predefined threshold, and $\theta(t)$ is the phase of $x(t)$. The clipping noise is

$$
\begin{equation*}
f(t)=x(t)-\tilde{x}(t) \tag{4.4}
\end{equation*}
$$

The clipping noise $f(t)$ consists of the segments of $x(t)$ where $|x(t)|$ exceeds $A$. Unless $A$ is small, $f(t)$ is thus a series of pulses,

$$
f(t)=\sum_{i=1}^{N_{p}} f_{i}(t)
$$

where $f_{i}(t)$ is the $i$-th clipping pulse with pulse duration $\tau_{i}$, with its amplitude maximum at $t_{i}$, and $N_{p}$ is the number of clipping pulses.

The filtered clipping noise $\hat{f}(t)$ is obtained by passing $f(t)$ through a filter whose passbands are on the reserved tones. The peak-canceling signal is a scaled version of the filtered clipping noise:

$$
c(t)=-\beta \hat{f}(t)
$$

where $\beta$ is the scaling factor to be optimized. One of our objectives is to optimize $\beta$ such that the PAR is minimized. Thus, the optimization problem is

$$
\begin{equation*}
\min _{\beta} \max _{0 \leq t \leq T}|x(t)-\beta \hat{f}(t)|^{2} \tag{4.5}
\end{equation*}
$$

We will start with the analysis of clipping and filtering, and reveal the mechanism of peak regrowth; i.e., the clipped peaks may grow and exceed $A$ after filtering. The analysis of the peak regrowth will facilitate the optimization of $\beta$. We will also give an analytical explanation of the flat spectrum of the clipping noise, which has been observed in [99] by simulation.

### 4.2 Analysis of Clipping and Filtering

### 4.2.1 Time Domain Analysis of Clipping Noise

In our analysis, we assume that the real and imaginary parts of input data symbol $X_{k}$ are independent, identically distributed (i.i.d.) random variables with zero mean and variance $\sigma^{2}$. We also assume that $A$ and $N$ are large, $T$ is small, and the OFDM bandwidth $W=N / T$ is a constant.

In DMT systems, $x(t)$ is real. Based on the central limit theory, $x(t)$ is a Gaussian random process when $N$ is large. The clipping noise $f(t)$ is then the consequence of the upward level crossing of $x(t)$ at level $A$ and the down level crossing of $x(t)$ at level $-A$. The level crossing of a Gaussian process has been extensively studied [15,32,179-188]. The spectrum of the clipped Gaussian process is given in [189] and the BER of the clipped DMT signal is given in [17].

In OFDM systems, $x(t)$ is a complex signal. Let $x(t)=x_{R}(t)+j x_{I}(t)=r(t) e^{j \theta(t)}$, where $x_{R}(t), x_{I}(t), r(t) \geq 0$ and $\theta(t)$ are the real and imaginary parts, the magnitude and the phase of $x(t)$, respectively. Based on the central limit theory, $x_{R}(t)$ and $x_{I}(t)$ are i.i.d. Gaussian random processes with zero mean and variance ${ }^{1} \sigma^{2}, r(t)$ is a Rayleigh process, $\theta(t)$ is uniformly distributed between $[0,2 \pi)$, and $r(t)$ is independent to $\theta(t)$. The power of $x(t)$ (i.e., $r^{2}(t)$ ), is a $\chi^{2}$ process with two degrees of freedom.

The clipping noise $f(t)$ is the consequence of the upward level crossing of $r(t)$ at level $A$, or equivalently, of $r^{2}(t)$ at level $A^{2}$. The level crossing of a $\chi^{2}$ process has been studied in $[190,191]$. We will use the results from these studies to analyze the time and frequency domain characteristics of the clipping noise $f(t)$.

The level crossing rate (the expected number of crossings of level $A$ per second) can be found as [16]

$$
\begin{equation*}
\lambda_{A}=\frac{\dot{\sigma}}{\sqrt{2 \pi}} \frac{A}{\sigma^{2}} e^{-A^{2} / 2 \sigma^{2}}, \tag{4.6}
\end{equation*}
$$

where [15]

$$
\dot{\sigma}^{2}=E\left\{\dot{x}_{R}^{2}(t)\right\}=E\left\{\dot{x}_{I}^{2}(t)\right\}=\frac{1}{2 \pi} \int \omega^{2} S(\omega) d \omega
$$

and $S(\omega)$ is the PSD of $x_{R}(t)$ or $x_{I}(t)$. When $N$ is large, $S(\omega)$ is (approximately)

[^6]constant over a fixed frequency band $[-W / 2, W / 2]$. Then, we have
\[

$$
\begin{equation*}
\dot{\sigma}^{2}=\frac{(\pi N)^{2} \sigma^{2}}{3 T^{2}}=\frac{\pi^{2}}{3} W^{2} \sigma^{2} \tag{4.7}
\end{equation*}
$$

\]

By substituting (4.7) into (4.6), the level crossing rate is

$$
\begin{equation*}
\lambda_{A}=\sqrt{\frac{\pi}{6}} \frac{A}{\sigma} \frac{N}{T} e^{-A^{2} / 2 \sigma^{2}} \tag{4.8}
\end{equation*}
$$

With our assumption of a large $A$, each up-crossing of level $A$ leads to a clipping pulse. Therefore, the average number of clipping pulses in one OFDM signal duration can be calculated as

$$
\begin{equation*}
\bar{N}_{p}=E\left\{N_{p}\right\}=\lambda_{A} T=N \sqrt{\frac{\pi}{6}} \frac{A}{\sigma} e^{-A^{2} / 2 \sigma^{2}} \tag{4.9}
\end{equation*}
$$

The clipping pulse duration $\tau$ is a Rayleigh random variable with a probability density function [190]

$$
\begin{equation*}
p(\tau)=\frac{\pi \tau}{2 \bar{\tau}^{2}} \exp \left(-\frac{\pi \tau^{2}}{4 \bar{\tau}^{2}}\right) \tag{4.10}
\end{equation*}
$$

where $\bar{\tau}$ is the mean of $\tau$. Because $\lambda_{A} \bar{\tau}=\operatorname{Pr}[r(t)>A], \bar{\tau}$ can be calculated as

$$
\begin{equation*}
\bar{\tau}=\frac{\operatorname{Pr}[r(t)>A]}{\lambda_{A}}=\frac{\sigma^{2} \sqrt{2 \pi}}{\dot{\sigma} A}=\sqrt{\frac{6}{\pi}} \frac{\sigma}{A W} . \tag{4.11}
\end{equation*}
$$

Let us consider a clipping pulse $f_{i}(t)$ that reaches its maximum magnitude at $t_{i}$ and has a time duration $\tau_{i}$. That is, $f_{i}(t)=(r(t)-A) e^{j \theta(t)}$ within its pulse duration and is zero elsewhere. Eqs. (4.10) and (4.11) imply that, most probably, $\tau$ is very small in practical OFDM systems. Then, $r(t)$ can be approximated as a parabolic function by using its Taylor's series expansion at $t=t_{i}$. Let $\Delta t_{i}=t-t_{i}$. Because $r\left(t_{i}\right)>A, \dot{r}\left(t_{i}\right)=0$ and $\ddot{r}\left(t_{i}\right)<0$, we have

$$
\begin{align*}
r(t)=r\left(t_{i}+\Delta t_{i}\right) & \approx r\left(t_{i}\right)+\dot{r}\left(t_{i}\right) \Delta t_{i}+\frac{1}{2} \ddot{r}\left(t_{i}\right) \Delta t_{i}^{2}  \tag{4.12}\\
& =r\left(t_{i}\right)+\frac{1}{2} \ddot{r}\left(t_{i}\right) \Delta t_{i}^{2}
\end{align*}
$$

With this approximation, $r\left(t_{i}+\Delta t_{i}\right)$ is symmetric to $t_{i}$. Then, $r\left(t_{i}-\tau_{i} / 2\right) \approx r\left(t_{i}+\right.$ $\left.\tau_{i} / 2\right) \approx A$, and

$$
\begin{equation*}
\tau_{i} \approx \sqrt{-\frac{8\left(r\left(t_{i}\right)-A\right)}{\ddot{r}\left(t_{i}\right)}} . \tag{4.13}
\end{equation*}
$$

Let $b_{i}=-\ddot{r}\left(t_{i}\right)$. We have

$$
\begin{equation*}
r\left(t_{i}+\Delta t\right)-A \approx-\frac{1}{2} b_{i} \Delta t_{i}^{2}+\frac{1}{8} b_{i} \tau_{i}^{2}, \quad-\frac{\tau_{i}}{2} \leq \Delta t_{i}<\frac{\tau_{i}}{2} . \tag{4.14}
\end{equation*}
$$

Now let us look at the phase $\theta(t)=\theta\left(t_{i}+\Delta t_{i}\right)$. The phase change within $-\tau_{i} / 2 \leq$ $\Delta t_{i} \leq \tau_{i} / 2$ is generally small. The phase of $f_{i}\left(t_{i}+\Delta t_{i}\right)$ is determined by all the constituent frequency components of $x(t)$, where $x(t)$ is a band-limited signal. The phase change of the $k$-th frequency component, from $t=t_{i}$ to $t=t_{i}+\frac{\tau_{i}}{2}$, is

$$
\Delta \theta_{k}=2 \pi k \frac{\tau_{i}}{2 T}, \quad k=-\frac{N}{2},-\frac{N}{2}+1, \ldots \frac{N}{2}-1
$$

Substituting $\tau_{i}$ by $\bar{\tau}$, we find

$$
\Delta \theta_{k}=\frac{\sqrt{6 \pi} k \sigma}{N A}, \quad k=-\frac{N}{2},-\frac{N}{2}+1, \ldots \frac{N}{2}-1
$$

The largest phase change happens on $k=-\frac{N}{2}$, and its value does not depend on $N$. By letting $\theta_{k}=\theta_{\frac{N}{2}}$ for all $k$, the phase variation of $f_{i}(t)$ from $t=t_{i}$ to $t=t_{i}+\frac{\tau_{i}}{2}$ is upper-bounded by $\frac{\sqrt{6 \pi} \sigma}{2 A}$. Clearly, the upper bound is quite loose, and the actual phase variation of $f_{i}(t)$ is much smaller than this bound because some negative and positive phase changes may cancel each other. Nevertheless, because this upper bound is small when $A$ is large, we can approximate $\theta\left(t_{i}+\Delta t_{i}\right)=\arcsin \left(\frac{x_{I}\left(t_{i}+\Delta t_{i}\right)}{r\left(t_{i}+\Delta t_{i}\right)}\right)$ by its Taylor's series expansion at $t=t_{i}$ :

$$
\theta\left(t_{i}+\Delta t_{i}\right) \approx \theta_{i}+\gamma_{i} \Delta t_{i}
$$

where $\theta_{i}=\theta\left(t_{i}\right)$ and

$$
\gamma_{i}=\frac{\dot{x}_{I}\left(t_{i}\right)}{\left|x_{R}\left(t_{i}\right)\right|}
$$

Then,

$$
\begin{aligned}
f_{i}(t) & =f_{i}\left(t_{i}+\Delta t_{i}\right)=\left(r\left(t_{i}+\Delta t_{i}\right)-A\right) e^{j \theta\left(t_{t}+\Delta t_{i}\right)} \\
& \approx\left(-\frac{1}{2} b_{i} \Delta t_{i}^{2}+\frac{1}{8} b_{i} \tau_{i}^{2}\right) e^{j\left(\theta_{i}+\gamma_{i} \Delta t_{i}\right)}, \quad-\frac{\tau_{i}}{2} \leq \Delta t_{i}<\frac{\tau_{i}}{2} .
\end{aligned}
$$

The absolute value of the phase term $\gamma_{i} \Delta t_{i}$ is most probably small and can be omitted. Appendix 4.7.B gives the conditional probability density function (pdf) and moments of $\gamma_{i}$ given $\dot{r}\left(t_{i}\right)=0$ and $r\left(t_{i}\right) \geq A$. Using these results, we have

$$
\begin{equation*}
E\left\{\left|\gamma_{i}\right|\right\} E\left\{\tau_{i}\right\}=\frac{\sqrt{2 \pi} \sigma}{A} \operatorname{erfc}\left(\frac{A}{\sqrt{2} \sigma}\right) e^{A^{2} / 2 \sigma^{2}} \tag{4.15}
\end{equation*}
$$

where

$$
\operatorname{erfc}(x)=1-\operatorname{erf}(x)=1-\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t
$$

In Appendix 4.7.D, we show that $\gamma_{i}$ and $\tau_{i}$ are uncorrelated. Thus, (4.15) may provide us some information about how small $\gamma_{i} \tau_{i}$ usually is. For example, $E\left\{\left|\gamma_{i}\right|\right\} E\left\{\tau_{i}\right\} \approx$ $0.07 \pi$ when $A / \sqrt{2} \sigma=6 \mathrm{~dB}$, and is $0.04 \pi$ when $A / \sqrt{2} \sigma=9 \mathrm{~dB}$. A rigid justification of small $\left|\gamma_{i} \Delta t_{i}\right|$ requires the joint cumulative distribution function (cdf) of $\gamma_{i} \tau_{i}$, which, unfortunately, is difficult to write in the closed form. However, an upper bound for the phase change of $f_{i}(t)$ can be found.

Because $\left|f_{i}(t)\right|$ is close to zero when $\left|\Delta t_{i}\right|$ is close to $\tau_{i} / 2$, we may look at the phase change within the 6 dB width of $f_{i}(t)$, which is defined as the time duration when $\left|f_{i}(t)\right|$ is no less than half of its maximum magnitude and is equal to $\tau_{i} / \sqrt{2}$. By using the Chebyshev inequality, we have

$$
\operatorname{Pr}\left[\left|\gamma_{i} \tau_{i} / \sqrt{2}\right| \geq \delta\right] \leq \frac{\sigma_{0}^{2}}{\delta^{2}}
$$

where $\sigma_{0}^{2}$ is the variance of $\gamma_{i} \tau_{i} / \sqrt{2}$, and $\delta>0$. However, by using the Cauchy-Schwarz inequality,

$$
\sigma_{0}^{2}=E\left\{\frac{1}{2} \gamma_{i}^{2} \tau_{i}^{2}\right\} \leq \frac{1}{2} \sqrt{E\left\{\gamma_{i}^{4}\right\} E\left\{\tau_{i}^{4}\right\}}
$$

Denote the right-hand side of this inequality as $\sigma_{1}^{2}$. It is calculated by using the results of Appendix 4.7.B as

$$
\sigma_{1}^{2}=\frac{2 \sqrt{6} \sigma^{3}}{A^{3}} \sqrt{2-\mathrm{E}_{1}\left(\frac{A^{2}}{2 \sigma^{2}}\right) \frac{A^{2}}{\sigma^{2}} e^{A^{2} / 2 \sigma^{2}}}
$$

where

$$
\mathrm{E}_{1}(x)=\int_{1}^{\infty} \frac{e^{-t x}}{t} d t
$$

Then, we have

$$
\operatorname{Pr}\left[\left|\gamma_{i} \tau_{i} / \sqrt{2}\right| \geq \delta \sigma_{1}\right] \leq \frac{1}{\delta^{2}}
$$

For example, by letting $\delta=3$, the probability that the phase change within the 6 dB width of $f_{i}(t)$ is larger than $0.12 \pi$ for $A / \sqrt{2} \sigma=6 \mathrm{~dB}$, or $0.03 \pi$ for $A / \sqrt{2} \sigma=9 \mathrm{~dB}$, is less than or equal to $1 / 9$. Therefore, we can omit the phase term $\gamma_{i} \tau_{i}$ and approximate the clipping pulse as a constant phase parabolic function:

$$
\begin{equation*}
f_{i}(t)=f_{i}\left(t_{i}+\Delta t_{i}\right) \approx\left(-\frac{1}{2} b_{i} \Delta t_{i}^{2}+\frac{1}{8} b_{i} \tau_{i}^{2}\right) e^{j \theta_{i}}, \quad-\frac{\tau_{i}}{2} \leq \Delta t_{i}<\frac{\tau_{i}}{2} \tag{4.16}
\end{equation*}
$$

Remark 4.1. In our approximation, we implicitly assume that $f_{i}(t)$ has only one local maximum (at $t=t_{i}$ ). In other words, $\ddot{r}\left(t_{i}\right)$ is always negative. Appendix 4.7.C shows that $\operatorname{Pr}\left[\ddot{r}\left(t_{i}\right)>0 \mid \dot{r}\left(t_{i}\right)=0, r\left(t_{i}\right) \geq A\right] \rightarrow 0$ when $A \rightarrow \infty$, and in practical OFDM systems, $\operatorname{Pr}\left[\ddot{r}\left(t_{i}\right)>0 \mid \dot{r}\left(t_{i}\right)=0, r\left(t_{i}\right) \geq A\right] \approx 0$ unless $A$ is very small. On the other hand, some papers (e.g., [17]) approximate $f_{i}(t)$ by expanding $r(t)$ at $t=t_{i}-\tau_{i} / 2$, where $r\left(t_{i}-\tau_{i} / 2\right)=A$ and $\dot{r}\left(t_{i}-\tau_{i} / 2\right) \geq 0$. Then, $\tau_{i}$ becomes

$$
\tau_{i} \approx-\frac{2 \dot{r}\left(t_{i}-\tau_{i} / 2\right)}{\ddot{r}\left(t_{i}-\tau_{i} / 2\right)}
$$

with an assumption that $\ddot{r}\left(t_{i}-\tau_{i} / 2\right)<0$. Although such an assumptions holds for $A \rightarrow \infty$, simulation results show that it is frequently violated even for $A=6 \mathrm{~dB}$.

### 4.2.2 Frequency Domain Analysis of Clipping Noise

The frequency spectrum of the Nyquist-rate sampled discrete-time real clipping noise is given in [17]. For the continuous-time complex clipping noise, the frequency spectrum of $f_{i}(t)$ is the Fourier transform of (4.16); i.e.,

$$
\begin{equation*}
F_{i}(\omega)=e^{j\left(\theta_{i}-\omega t_{i}\right)} \frac{b_{i} \tau_{i}}{\omega^{2}}\left(\operatorname{sinc} \frac{\omega \tau_{i}}{2}-\cos \frac{\omega \tau_{i}}{2}\right), \tag{4.17}
\end{equation*}
$$

where $\operatorname{sinc} x=\frac{\sin x}{x} . F_{i}(\omega)$ is distributed over the whole frequency band from $\omega=$ $-\infty$ to $\infty$. Fig. 4.1 shows an example of $F_{i}(\omega)$, which is the Fourier transform of a clipping pulse we arbitrarily selected from the simulation. The solid curve represents $\left|F_{i}(\omega)\right|$, and the dashed line illustrates the OFDM frequency band. We observe that $F_{i}(\omega)$ contributes a large portion of the out-of-band radiation. The in-band clipping noise is only a small portion of $F_{i}(\omega)$.

For multiple pulses, the PSD of the clipping noise is

$$
S_{f}(\omega)=\frac{1}{T} E\left\{|F(\omega)|^{2}\right\}=\frac{1}{T} E\left\{\sum_{i=1}^{N_{p}}\left|F_{i}(\omega)\right|^{2}\right\}+\frac{1}{T} E\left\{\sum_{i=1}^{N_{p}} \sum_{\substack{k=1 \\ k \neq i}}^{N_{p}} F_{i}(\omega) F_{k}^{*}(\omega)\right\}
$$

Because $N_{p}$ is a random variable, we cannot directly exchange the order of summation


Figure 4.1: Frequency spectrum of $f_{i}(t)$.
and expectation. However, by the definition,

$$
\begin{aligned}
\frac{1}{T} E\left\{\sum_{i=1}^{N_{p}}\left|F_{i}(\omega)\right|^{2}\right\} & =\frac{1}{T} \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{l=1}^{n} \sum_{i=1}^{N_{c, l}}\left|F_{i, l}(\omega)\right|^{2} \\
& =\frac{1}{T} \lim _{n \rightarrow \infty} \frac{\sum_{l=1}^{n} N_{c, l}}{n} \frac{\sum_{l=1}^{n} \sum_{i=1}^{N_{c, l}}\left|F_{i, l}(\omega)\right|^{2}}{\sum_{l=1}^{n} N_{c, l}} \\
& =\frac{\bar{N}_{p}}{T} E\left\{\left|F_{i}(\omega)\right|^{2}\right\}=\lambda_{A} E\left\{\left|F_{i}(\omega)\right|^{2}\right\},
\end{aligned}
$$

where the subscript $l$ represents the $l$-th trial. Therefore,

$$
S_{f}(\omega)=\lambda_{A} E\left\{\left|F_{i}(\omega)\right|^{2}\right\}+\frac{1}{T} E\left\{\binom{N_{p}}{2}\right\} E\left\{F_{i}(\omega) F_{k}^{*}(\omega)\right\}
$$

where $i \neq k$. Note that

$$
F_{i}(\omega) F_{k}^{*}(\omega)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{i}(\hat{t}) f_{k}^{*}(\tilde{t}) e^{-j \omega(\hat{t}-\tilde{t})} d \hat{t} d \tilde{t}
$$

$E\left\{F_{i}(\omega) F_{k}^{*}(\omega)\right\}$ is determined by

$$
E\left\{f_{i}(\hat{t}) f_{k}^{*}(\tilde{t})\right\}=E\left\{\left(r\left(t_{i}+\Delta t_{i}\right)-A\right) e^{j \theta\left(t_{i}+\Delta t_{i}\right)}\left(r\left(t_{k}+\Delta t_{k}\right)-A\right) e^{-j \theta\left(t_{k}+\Delta t_{k}\right)}\right\}
$$

However, $r(t)$ and $\theta(t)$ are independent. Thus, we have

$$
E\left\{f_{i}(\hat{t}) f_{k}^{*}(\tilde{t})\right\}=E\left\{\left(r\left(t_{i}+\Delta t_{i}\right)-A\right)\left(r\left(t_{k}+\Delta t_{k}\right)-A\right)\right\} E\left\{e^{j \theta\left(t_{i}+\Delta t_{i}\right)} e^{j \theta\left(t_{k}+\Delta t_{k}\right)}\right\}
$$

We show in Appendix 4.7.A that, when $\left(t_{i}+\Delta t_{i}\right)$ and $\left(t_{k}+\Delta t_{k}\right)$ belong to different clipping pulses (as is true in our case), $x\left(t_{i}+\Delta t_{i}\right)$ and $x\left(t_{k}+\Delta t_{k}\right)$ are approximately independent, and thus $\theta\left(t_{i}+\Delta t_{i}\right)$ and $\theta\left(t_{k}+\Delta t_{k}\right)$ are uncorrelated. Then, $E\left\{F_{i}(\omega) F_{k}^{*}(\omega)\right\}=0$ and

$$
\begin{equation*}
S_{f}(\omega)=\lambda_{A} E\left\{\left|F_{i}(\omega)\right|^{2}\right\} . \tag{4.18}
\end{equation*}
$$

The out-of-band radiation will be eliminated by filtering. Therefore, we are interested in the in-band clipping noise. When $A$ is large, generally $\frac{\omega \tau_{i}}{2}$ is small for $|\omega| \leq \frac{\pi N}{T}$. Thus, we may approximate $F_{i}(\omega)$ as

$$
\begin{equation*}
F_{i}(\omega) \approx e^{j\left(\theta_{i}-\omega t_{i}\right)} \frac{b_{i} \tau_{i}^{3}}{12} \tag{4.19}
\end{equation*}
$$

by using [17] $\operatorname{sinc} x-\cos x \approx \frac{x^{2}}{3}$. Because $F_{i}(\omega)$ does not depend on the frequency $\omega, S_{f}(\omega)$ is (approximately) constant over the OFDM band.

We may write $b_{i}$ and $\tau_{i}$ as a function of $x_{R}\left(t_{i}\right), x_{I}\left(t_{i}\right), \dot{x}_{I}\left(t_{i}\right), \ddot{x}_{R}\left(t_{i}\right)$, and $\ddot{x}_{I}\left(t_{i}\right)$. The joint pdf of these random variables can be easily found. However, a closed-form expression of $E\left\{b_{i}^{2} \tau_{i}^{6}\right\}$ cannot be obtained.

### 4.2.3 Clipping Noise Power Spectral Density

In this subsection, we calculate the in-band clipping noise PSD by using a result in [191]. Define $y(t)=\frac{r^{2}(t)}{\sigma^{2}}, \lambda=\frac{\dot{\sigma}^{2}}{\sigma^{2}}$ and $u=\frac{A^{2}}{\sigma^{2}}$. [191, Theorem 2.2] shows that, if $y(t)$ up-crosses the level $u$ at $t=0$, with probability $1, y(t)$ around $t=0$ can be written as

$$
\begin{equation*}
y(t)=-\lambda u t^{2}+2 z \sqrt{\lambda u} t+u, \quad \text { when } u \rightarrow \infty \tag{4.20}
\end{equation*}
$$

where $z$ is a Rayleigh random variable with the pdf

$$
p(z)=z e^{-z^{2} / 2}, \quad z>0
$$

Also, the time duration $\tau$ between this up-crossing and the successive down-crossing is [191, Theorem 3.1]

$$
\tau=\frac{2 z}{\sqrt{\lambda u}}
$$

with probability 1 when $u \rightarrow \infty$. Because, most probably, $\tau$ is very small for large $A / \sigma$ in practical OFDM systems, we may use (4.20) to approximate the whole clipping pulse. Expanding $r(t)=\sigma \sqrt{y(t)}$ by using its Taylor's series at $t=0$, we have

$$
\begin{align*}
r(t) & \approx \sigma \sqrt{u}+\sqrt{\lambda} \sigma z t-\frac{1}{2} \lambda \sigma\left(\sqrt{u}+\frac{z^{2}}{\sqrt{u}}\right) t^{2} \\
& \approx \sigma \sqrt{u}+\sqrt{\lambda} \sigma z t-\frac{1}{2} \lambda \sigma \sqrt{u} t^{2}  \tag{4.21}\\
& =-\frac{\dot{\sigma}^{2} A}{2 \sigma^{2}}\left(t-\frac{\tau}{2}\right)^{2}+\frac{A \dot{\sigma}^{2} \tau^{2}}{8 \sigma^{2}}+A, \quad 0 \leq t \leq \tau
\end{align*}
$$

The second step is obtained because $\frac{z^{2}}{\sqrt{u}} \ll \sqrt{u}$ when $u \rightarrow \infty$.
Remark 4.2. In the proof of [191, Theorem 2.2], $y(t / \sqrt{u})$ is first approximated by approximating $R(t)$ and its first derivative $\dot{R}(t)$, where $R(t)$ is the correlation function of $x_{R}(t)$ or $x_{I}(t)$, as polynomials of $t$ with orders no larger than 2 . Then, (4.20) is obtained for $u \rightarrow \infty$ by letting all terms that contain $u^{-v}$, where $v>0$, be zero. In this paper, it is easy to check that the same approximation of $r(t)$ as in (4.21) is also obtained if $y(t / \sqrt{u})$ is approximated by approximating $R(t)$ and $\dot{R}(t)$ with polynomials of orders higher than 2 .

Now, we can approximate a clipping pulse $f_{k}(t)$ that occurs in $t_{k} \leq t \leq t_{k}+\tau_{k}$ as

$$
\begin{aligned}
f_{k}(t) & =\left|r\left(t_{k}+\Delta t_{k}\right)-A\right| e^{j\left(\theta\left(t_{k}+\Delta t_{k}\right)\right.} \\
& \approx\left(-\frac{\dot{\sigma}^{2} A}{2 \sigma^{2}}\left(\Delta t_{k}-\frac{\tau_{k}}{2}\right)^{2}+\frac{A \dot{\sigma}^{2} \tau_{k}^{2}}{8 \sigma^{2}}\right) e^{j\left(\theta_{k}+\eta_{k} \Delta t_{k}\right)}, \quad 0 \leq \Delta t_{k} \leq \tau
\end{aligned}
$$

where $\theta_{k}=\theta\left(t_{k}\right)$, and

$$
\begin{aligned}
\eta_{k} & =\frac{\dot{x}_{I}\left(t_{k}\right) r\left(t_{k}\right)-x_{I}\left(t_{k}\right) \dot{r}\left(t_{k}\right)}{r\left(t_{k}\right)\left|x_{R}\left(t_{k}\right)\right|} \\
& =\frac{\dot{x}_{I}\left(t_{k}\right) A-x_{I}\left(t_{k}\right) \dot{r}\left(t_{k}\right)}{A\left|x_{R}\left(t_{k}\right)\right|} .
\end{aligned}
$$

Appendix 4.7.E shows that, when $A$ is large, $\eta_{k}$ has the same distribution as the $\gamma_{i}$ used in the previous subsection. Thus, $\eta_{k} \Delta t_{k}$ is most probably small and can be ignored. Following the same procedure of the previous subsection, we have

$$
\begin{aligned}
F_{k}(\omega) & =e^{j\left(\theta_{k}-\omega\left(t_{k}+\tau_{k} / 2\right)\right)} \frac{\dot{\sigma}^{2} A \tau_{i}}{\sigma^{2}\left(\omega-\eta_{k}\right)^{2}}\left(\operatorname{sinc} \frac{\left(\omega-\eta_{k}\right) \tau_{k}}{2}-\cos \frac{\left(\omega-\eta_{k}\right) \tau_{i}}{2}\right) \\
& \approx \frac{A \dot{\sigma}^{2} \tau_{k}^{3}}{12 \sigma^{2}} e^{j\left(\theta_{k}-\omega\left(t_{k}+\tau_{k} / 2\right)\right)}
\end{aligned}
$$

Then, the in-band clipping noise PSD is

$$
\begin{align*}
S_{f}(\omega) & =\lambda_{A} E\left\{\left|F_{k}(\omega)\right|^{2}\right\} \\
& \approx \frac{A^{3} \dot{\sigma}^{5}}{144 \sqrt{2 \pi} \sigma^{6}} e^{-A^{2} / 2 \sigma^{2}} E\left\{\tau_{k}^{6}\right\} \\
& =\frac{32 \sqrt{2} \sigma^{6}}{3 \sqrt{\pi} \dot{\sigma} A^{3}} e^{-A^{2} / 2 \sigma^{2}}  \tag{4.22}\\
& =\frac{32 \sqrt{2} \sigma^{2}}{\pi \sqrt{3 \pi}(A / \sigma)^{3} W} e^{-A^{2} / 2 \sigma^{2}} \\
& =\frac{16 \sqrt{2}}{\pi \sqrt{3 \pi}(A / \sigma)^{3}} e^{-A^{2} / 2 \sigma^{2}} S_{x},
\end{align*}
$$

where $S_{x}=\frac{2 \sigma^{2}}{W}$ is the PSD of the OFDM signal $x(t)$. For example, when $A / \sqrt{2} \sigma=$ 6 dB , the PSD of in-band clipping noise is -27 dB lower than that of the input OFDM signal.

### 4.2.4 Filtered Clipping Noise

The in-band clipping noise falls on both the reserved tones and the data tones. While the former must be kept for PAR reduction, the latter, as well as the out-of-band radiation, has to be filtered such that the clipping noise will not interfere with the data symbols or the communications on the neighboring frequency bands. In this subsection, we first consider reserving $N_{r}$ consecutive tones around the center frequency; i.e., $\mathcal{R}=\left\{-\frac{N_{r}}{2},-\frac{N_{r}}{2}+1, \ldots, \frac{N_{r}}{2}-1\right\}$. Other distributions of the reserved tones will be discussed later. To filter the clipping noise, we use an ideal lowpass filter with the passband $\left[-\omega_{c}, \omega_{c}\right]$ where

$$
\omega_{c}=2 \pi f_{c}=2 \pi \frac{N_{r}}{2 T}=\pi R W
$$

The filtered clipping noise is then given by

$$
\begin{equation*}
\hat{f}(t)=\frac{1}{2 \pi} \int_{-\omega_{c}}^{\omega_{c}} \sum_{i=1}^{N_{p}} F_{i}(\omega) e^{j \omega t} d \omega \tag{4.23}
\end{equation*}
$$

By substituting (4.19) into (4.23), the filtered clipping noise may be expressed as

$$
\begin{equation*}
\hat{f}(t)=\hat{f}\left(t_{i}+\Delta t_{i}\right)=\sum_{i=1}^{N_{p}} \hat{f}_{i}(t)=\sum_{i=1}^{N_{p}} e^{j \theta_{i}} \frac{b_{i} \tau_{i}^{3} f_{c}}{6} \operatorname{sinc} 2 \pi f_{c} \Delta t_{i} \tag{4.24}
\end{equation*}
$$

Without loss of generality, we consider the clipping pulse $f_{i}(t)$ and assume it occurs at $t_{i}=0$ and has the phase $\theta_{i}=0$. Its filtered version is

$$
\begin{equation*}
\hat{f}_{i}(t)=\frac{b_{i} \tau_{i}^{3} f_{c}}{6} \operatorname{sinc} 2 \pi f_{c} t \tag{4.25}
\end{equation*}
$$

Fig. 4.2 shows $f_{i}(t)$ and $\hat{f}_{i}(t)$. Several observations can be made by comparing $f_{i}(t)$ with $\hat{f}_{i}(t)$ :


Figure 4.2: The clipping pulse $f_{i}(t)$ and its filtered version $\hat{f}_{i}(t)$.

1. $f_{i}(t)$ and $\hat{f}_{i}(t)$ reach their peaks at the same time instant $t=0$.
2. $f_{i}(t)$ and $\hat{f}_{i}(t)$ have the same direction within the pulse duration of $f_{i}(t)$.
3. The mainlobe duration of $\hat{f}_{i}(t)$ is much wider than that of $f_{i}(t)$. The mainlobe duration of $\hat{f}_{i}(t)$ can be calculated as

$$
\hat{\tau}=\frac{2 T}{N_{r}}
$$

By using (4.11), the ratio of the average clipping pulse duration $\bar{\tau}$ over $\hat{\tau}$ is

$$
\frac{\bar{\tau}}{\hat{\tau}}=\sqrt{\frac{3}{2 \pi}} \frac{N_{r}}{N\left(\frac{A}{\sigma}\right)} \ll 1
$$

when $A / \sigma$ is large.
4. The sidelobe peaks of $\left|\hat{f}_{i}(t)\right|$ decay with the rate of $1 / t$. Specifically, the sidelobe peaks of $\left|\hat{f}_{i}(t)\right|$ are

$$
\begin{equation*}
\left|\hat{f}_{i}\left(T_{k}\right)\right| \approx \frac{b_{i} \tau_{i}^{3} f_{c}}{3(2 k+1) \pi}=\frac{2}{(2 k+1) \pi}\left|\hat{f}_{i}(t)\right|_{\max }, \quad k=1,2,3, \ldots, \tag{4.26}
\end{equation*}
$$

with $T_{k}$ representing the sidelobe peak occurrence time in accordance with

$$
\begin{equation*}
T_{k} \approx \frac{(2 k+1) T}{2 N_{r}}=\frac{2 k+1}{2 R W} \tag{4.27}
\end{equation*}
$$

For example, the peak of the first sidelobe is only $21.22 \%$ of that of the mainlobe.
5. The maximum of $\hat{f}_{i}(t)$ is much less than that of $f_{i}(t)$. In fact,

$$
\left|\hat{f}_{i}(t)\right|_{\max }=\alpha \tau_{i}\left|f_{i}(t)\right|_{\max }
$$

where $\alpha$ is defined as

$$
\begin{equation*}
\alpha=\frac{4}{3} f_{c}=\frac{2 R W}{3}, \tag{4.28}
\end{equation*}
$$

and the expectation of $\alpha \tau_{i}$ is

$$
E\left\{\alpha \tau_{i}\right\}=\alpha \bar{\tau}=R \frac{2 \sqrt{2}}{\sqrt{3 \pi}} \frac{\sigma}{A} \ll 1
$$

when $A / \sigma$ is large. For example, $\alpha \bar{\tau} \approx 1.63 \%$ when $A=6 \mathrm{~dB} \approx 1.9953, \sigma^{2}=\frac{1}{2}$, and $R=5 \%$.

Point 5 explains why the peak regrows after filtering. Recall that the clipped signal is $\tilde{x}(t)=x(t)-f(t)$, and that after filtering it becomes $\hat{x}(t)=x(t)-\hat{f}(t)$. While $f(t)$ is chosen such that $\left|\tilde{x}\left(t_{i}\right)\right|=A$ at the peaks of $\left.x(t)\right|_{t=t_{i}}$, the clipped and filtered signal $\hat{x}\left(t_{i}\right)>A$ because $\left|\hat{f}_{i}(t)\right|_{\max }<\left|f_{i}(t)\right|_{\max }$.

### 4.2.5 Iterative Clipping and Filtering: Single Clipping Pulse

To suppress the peak regrowth, clipping and filtering may be repeated until a suitable criterion is met. We first temporarily assume that the clipping noise at the first iteration $f^{(1)}(t)$ consists of only one dominant clipping pulse $f_{i}^{(1)}(t)$ (with pulse duration
$\left.\tau_{i}^{(1)}\right)$ that is much larger than other clipping pulses; i.e.,

$$
\begin{aligned}
f^{(1)}(t) & =\sum_{k} f_{k}^{(1)}(t), \\
\left|f_{i}^{(1)}(t)\right| & \gg\left|f_{k}^{(1)}(t)\right|, \quad \text { for all } k \neq i
\end{aligned}
$$

In this case, the clipped and filtered OFDM signal after the first iteration $\hat{x}^{(1)}(t) \approx$ $x(t)-\hat{f}_{i}^{(1)}(t)$, where $\hat{f}_{i}^{(1)}(t)$ is the filtered version of $f_{i}^{(1)}(t)$, can be divided into three parts:

1) $|t| \leq \tau_{i}^{(1)} / 2$.

Within this range, $\hat{f}_{i}^{(1)}(t), f_{i}^{(1)}(t)$ and $x(t)$ have the same phase and $\left|\hat{f}_{i}^{(1)}(t)\right|<$ $\left|f_{i}^{(1)}(t)\right|$. Therefore,

$$
\left|\hat{x}^{(1)}(t)\right| \approx\left|x(t)-\hat{f}_{i}^{(1)}(t)\right|>\left|x(t)-f_{i}^{(1)}(t)\right|=A
$$

In other words, after passing $\hat{x}^{(1)}(t)$ through the SL, a clipping pulse, denoted as $f_{i}^{(2)}(t)$, occurs in the second clipping iteration at the same position as $f_{i}^{(1)}(t)$. By applying Taylor's series expansion to (4.25), and because $\frac{\omega_{c} \tau_{i}^{(1)}}{2} \ll 1$, we can approximate the filtered clipping pulse $\hat{f}_{i}^{(1)}(t)$ as a constant

$$
\hat{f}_{i}^{(1)}(t) \approx \frac{b_{i}\left(\tau_{i}^{(1)}\right)^{3} f_{c}}{6}=\left|\hat{f}_{i}^{(1)}(t)\right|_{\max }, \quad|t| \leq \frac{\tau_{i}^{(1)}}{2}
$$

Then, the clipping pulse at the second iteration $f_{i}^{(2)}(t)$ can be written as

$$
\begin{equation*}
f_{i}^{(2)}(t)=f_{i}^{(1)}(t)-\hat{f}_{i}^{(1)}(t) \approx-\frac{1}{2} b_{i} t^{2}+\frac{1}{8} b_{i}\left(\tau_{i}^{(1)}\right)^{2}-\frac{b_{i}\left(\tau_{i}^{(1)}\right)^{3} f_{c}}{6}, \tag{4.29}
\end{equation*}
$$

which is also a parabolic arc with reduced magnitude. By solving $f_{i}^{(2)}(t)=0$, the time duration of $f_{i}^{(2)}(t)$ can be found as

$$
\tau_{i}^{(2)}=\tau_{i}^{(1)} \sqrt{1-\frac{4}{3} \tau_{i}^{(1)} f_{c}}=\tau_{i}^{(1)} \sqrt{1-\alpha^{(1)} \tau_{i}^{(1)}}
$$

where $\alpha^{(1)}$ is the $\alpha$ defined in (4.28).
2) $\frac{\tau_{i}^{(1)}}{2}<|t|<T_{2}$, where $T_{2}$ is given in (4.27).

In this range, $|x(t)|<A$ because only one clipping pulse exists. However, depending on the phase of $\hat{f}_{i}^{(1)}(t),\left|\hat{x}^{(1)}(t)\right|$ may be greater than $A$. In other words, new clipping pulses may be generated in the second clipping iteration. However, because
$\left|\hat{f}_{i}^{(1)}(t)\right|_{\max } \ll\left|f_{i}^{(1)}(t)\right|_{\max }$, these new clipping pulses are very small compared to the clipping pulse $f_{i}^{(2)}(t)$, and their effects can be ignored.
3) $|t|>T_{2}$.

Because the peaks of $\hat{f}_{i}^{(1)}(t)$ decay with the rate of $1 / t$, we can see that, in this range, $\hat{x}^{(1)}(t) \approx x(t)$. Therefore, no clipping pulses exist at $|t|>T_{2}$ in the second clipping iteration.

The successive clipping and filtering iterations repeat this procedure. Therefore, we conclude:

For the case of only one dominant clipping pulse, in the $l$-th $(l=2,3, \ldots)$ clipping and filtering iteration, $f_{i}^{(l-1)}(t)$ shrinks to $f_{i}^{(l)}(t)$, and some new pulses possibly appear. Here, $f_{i}^{(l-1)}(t)$ and $f_{i}^{(l)}(t)$ are the dominant clipping pulses at the $(l-1)$-th and $l$-th iterations, respectively. Until $f_{i}^{(l)}(t)$ is comparable to the new pulses, the latter can be omitted, and the former can be written as

$$
\begin{equation*}
f_{i}^{(l)}(t)=-\frac{1}{2} b_{i} t^{2}+\frac{1}{8} b_{i}\left(\tau_{i}^{(l)}\right)^{2}, \quad i=1,2,3, \ldots, \tag{4.30}
\end{equation*}
$$

where

$$
\begin{aligned}
f_{i}^{(1)}(t) & =f_{i}(t), \\
\tau_{i}^{(1)} & =\tau_{i},
\end{aligned}
$$

and

$$
\begin{equation*}
\tau_{i}^{(l)}=\tau_{i}^{(l-1)} \sqrt{1-\alpha \tau_{i}^{(l-1)}}, \quad i=2,3,4, \ldots \tag{4.31}
\end{equation*}
$$

and $\alpha$ is defined in (4.28). Moreover, the filtered clipping pulse in the $l$-th iteration is

$$
\begin{equation*}
\hat{f}_{i}^{(l)}(t)=\frac{b_{i}\left(\tau_{i}^{(l)}\right)^{3} f_{c}}{6} \operatorname{sinc} 2 \pi f_{c} t \tag{4.32}
\end{equation*}
$$

Thus, the filtered clipping noise generated in the $l$-th iteration is proportional to that generated in the first iteration. Define $\beta$ as

$$
\beta \triangleq \frac{\text { total filtered clipping noise after } K \text { iterations }}{\text { filtered clipping noise generated in the first iteration }}
$$

If only one dominant clipping pulse exists,

$$
\begin{equation*}
\beta=\frac{\sum_{l=1}^{K} \hat{f}_{i}^{(l)}(t)}{\hat{f}_{i}^{(1)}(t)}=\frac{\sum_{l=1}^{K-1}\left(\tau_{i}^{(l)}\right)^{3}}{\left(\tau_{i}^{(1)}\right)^{3}} \tag{4.33}
\end{equation*}
$$

Finding $\bar{\beta}$, the mean of $\beta$, is difficult. However, an estimation of $\bar{\beta}$ can be obtained when $K$ is not large. When $A$ is large, $\alpha \tau_{i}^{(l)} \ll 1$. Then, $\sqrt{1-\alpha \tau_{i}^{(l)}}$ can be treated as a constant. $\bar{\beta}$ can then be estimated by replacing $\tau_{i}^{(1)}$ with its mean $\bar{\tau}$. Thus,

$$
\begin{equation*}
\bar{\beta} \approx \frac{1-(1-\alpha \bar{\tau})^{3 K / 2}}{1-(1-\alpha \bar{\tau})^{3 / 2}} \tag{4.34}
\end{equation*}
$$

We will use $\bar{\beta}$ in the constant-scaling algorithm proposed in the next section.
Remark 4.3. Because $\pi \tau_{i} W$ is most probably very small when $A$ is large, it is easy to show that (4.33) and (4.34) also apply to other reserved tone sets.

### 4.2.6 Iterative Clipping and Filtering: Multiple Pulses

In OFDM systems, the (unfiltered) clipping noise is usually a series of parabolic pulses. In each clipping and filtering iteration, the filtered clipping noise at $t_{i}-\tau_{i}^{(l)} / 2 \leq$ $t \leq t+\tau_{i}^{(l)} / 2$ is the mainlobe of $\hat{f}_{i}^{(l)}(t)$ plus the mainlobes (if they are close to $t=t_{i}$ ) or the sidelobes (if they are far from $t=t_{i}$ ) of all the other filtered pulses at $t_{i}-\tau_{i}^{(l)} / 2 \leq t \leq t+\tau_{i}^{(l)} / 2$.

If a clipping pulse contributes an impact stronger than its $k$-th sidelobe, where $k$ is properly chosen such that the $k$-th sidelobe is relatively large and cannot be omitted, the clipping pulse must occur within the time interval $t_{i}-T_{k} \leq t \leq t_{i}+T_{k}$. Eq. (4.57) in Appendix 4.7.A gives the probability that two or more clipping pulses occur within a time interval. Substituting (4.27) into (4.57), we can see that such a probability is independent of $N$. In other words, with a fixed probability, the number of clipping pulses that occur within the time interval $t_{i}-T_{k} \leq t \leq t_{i}+T_{k}$ is independent of $N$. However, while $N \rightarrow \infty$, the average number of clipping pulses also goes to $\infty$ (see (4.9)). Therefore, the effect of most other filtered pulses at $t_{i}-\tau_{i}^{(l)} / 2 \leq t \leq t+\tau_{i}^{(l)} / 2$ can be omitted. We need to consider only the pulses close to the mainlobe of $\hat{f}_{i}^{(l)}(t)$.

After the $l$-th iteration, the peak-reduced OFDM signal at $t=t_{i}$ becomes

$$
\hat{x}^{(l+1)}\left(t_{i}\right)=\left(A+\left|f_{i}^{(l)}\left(t_{i}\right)\right|-\left|\hat{f}_{i}^{(l)}\left(t_{i}\right)\right|\right) e^{j \theta^{(l)}\left(t_{i}\right)}-\sum_{m \neq i} \hat{f}_{m}^{(l)}\left(t_{i}\right),
$$

where $\theta^{(l)}\left(t_{i}\right)$ is the phase of $\hat{x}^{(l)}\left(t_{i}\right)$. When $A$ is very large, say $A \geq 9 \mathrm{~dB}$, all $f_{m}^{(l)}(t)$ are far apart from $f_{i}^{(l)}(t)$, and $\left|\hat{f}_{m}^{(l)}\left(t_{i}\right)\right| \approx 0$ for all $m \neq i$. In this case, our conclusions
in the previous section hold. It is easy to show that, with $l \rightarrow \infty$, the clipping noise at the $l$-th iteration $f^{(l)}(t) \rightarrow 0$, and the peak of $x(t)$ at $t=t_{i}$ is reduced to $A$.

On the other hand, for moderate $A$, some of $\hat{f}_{m}^{(l)}\left(t_{i}\right)$ may be relatively large and cannot be omitted. In this case, we decompose $\hat{f}_{m}^{(l)}\left(t_{i}\right)$ as

$$
\hat{f}_{m}^{(l)}\left(t_{i}\right)=\left(\hat{f}_{m, I}^{(l)}\left(t_{i}\right)+j \hat{f}_{m, Q}^{(l)}\left(t_{i}\right)\right) e^{j \theta^{(l)}\left(t_{i}\right)},
$$

where $\hat{f}_{m, I}^{(l)}\left(t_{i}\right)$ and $\hat{f}_{m, Q}^{(l)}\left(t_{i}\right)$ are the inphase and quadrature components along the direction of $\hat{x}^{(l)}\left(t_{i}\right)$, respectively. By noting that, most probably, $A$ is much larger than any clipping pulse, $\hat{f}_{m, Q}^{(l)}\left(t_{i}\right)$ can be omitted when calculating $\hat{x}^{(l+1)}\left(t_{i}\right)$. Then, in the $(l+1)$-th iteration, the clipping pulse at $t=t_{i}$ is

$$
f_{i}^{(l+1)}\left(t_{i}\right) \approx\left(\left|f_{i}^{(l)}\left(t_{i}\right)\right|-\left|\hat{f}_{i}^{(l)}\left(t_{i}\right)\right|-\sum_{m \neq i} \hat{f}_{m, I}^{(l)}\left(t_{i}\right)\right) e^{j \theta^{(l)}\left(t_{i}\right)}
$$

Depending on the sign of $\sum_{m \neq i} \hat{f}_{m, I}^{(l)}\left(t_{i}\right)$, the peak reduction may be strengthened or weakened. Moreover, $\left|f_{i}^{(l+1)}\left(t_{i}\right)\right|>\left|f_{i}^{(l)}\left(t_{i}\right)\right|$; i.e., the peak is increased, when $\sum_{m \neq i} \hat{f}_{m, I}^{(l)}\left(t_{i}\right)<-\left|\hat{f}_{i}^{(l)}\left(t_{i}\right)\right|$.

Remark 4.4. In the multiple clipping pulses case, the validity of (4.33) and (4.34) depends on $A$. That is, (4.33) and (4.34) are valid when $A$ is large. Otherwise, the estimation error of these two equations is relatively large. However, the above analysis is still valid, and the total filtered clipping noise is still proportional to that generated in the first iteration until $A$ is so small that the width of the mainlobe of $F_{i}(\omega)$ is comparable to or smaller than $W$.

Remark 4.5. A wider mainlobe of a filtered clipping pulse implies that its magnitude will be interfered with by more neighboring clipping pulses. This interference, in turn, implies a worse PAR-reduction performance. Therefore, the filtered clipping pulse should be made close to an impulse function; i.e., both the width of the mainlobe and the magnitudes of the sidelobes must be minimized.

We will now check at what level of $A$ (4.33) and (4.34) are valid. Such a level of $A$, denoted as $A_{\text {thres }}$, depends on the choice of the reserved-tone set. [18] proves that a close-to-optimum reserved-tone set can be found from a small number of randomly selected reserved-tone sets. This proof implies that consecutive reserved tones usually
lead to non-optimal solutions. Therefore, we may use the consecutive reserved tones to find $A_{\text {thres }}$. In other words, if (4.33) and (4.34) are valid for consecutive reserved tones when $A \geq A_{\text {thres }}$, they are also valid for most other reserved-tone sets when $A \geq A_{\text {thres }}$.

Eq. (4.27) indicates that the width of the mainlobe and sidelobes of the filtered clipping pulse $\hat{f}_{i}(t)$ is determined only by the tone reservation ratio $R$ and the OFDM bandwidth $W$. Therefore, we may use a $T_{k}$ as a reference such that the tail of $\hat{f}_{i}(t)$ beyond $T_{k}$ is small and can be ignored. From (4.26), the peak of the 4th sidelobe is only $7 \%$ of that of the mainlobe. Therefore, if any pair of pulses are apart by at least $T_{4}$ seconds, (4.33) and (4.34) are valid. By substituting $T_{4}$ into (4.59), the probability that more than one clipping pulse occur with a time duration of $T_{4}$, given that a clipping pulse has already occurred in this time interval, is

$$
\operatorname{Pr}(1)=1-e^{-T_{4} \lambda_{A}} .
$$

Fig. 4.3 illustrates the relationship of $\operatorname{Pr}(1)$ and $A$ for $R=0.05,0.1$ and 0.2 , where $\sigma=1 / \sqrt{2}$ and $T_{4}$ are used. In this figure, we also include $R=1$ as a reference. We refer to $R=1$ as the iterative clipping and filtering technique [12] where no tone is reserved and clipping noise is distributed over the whole OFDM band.

We see that, for $R=0.05,0.1$ and $0.2,(4.33)$ and (4.34) can be used with a small approximation error when $A \geq 9 \mathrm{~dB}, 8.5 \mathrm{~dB}$ and 8 dB , respectively. However, if no tone is reserved and the clipping noise is distributed over the whole OFDM band ( $R=1$ ), the two equations are valid when $A \geq 6.5 \mathrm{~dB}$.

Remark 4.6. Here, we choose a strict criterion to find $A_{\text {thres }}$. A less strict criterion can be obtained by selecting a larger sidelobe (e.g., $T_{1}$ ) as the reference, by using a $\operatorname{Pr}(m)$ where $m>1$, and/or allowing a larger $\operatorname{Pr}(m)$ in determining $A_{\text {thres }}$.

### 4.2.7 Effect of Reserved-Tone Position on PAR Reduction

Let us consider using an ideal bandpass filter with passbands on only the reserved tones $\mathcal{R}$ to filter the $i$-th clipping pulse $f_{i}(t) .{ }^{2}$ We assume that $f_{i}(t)$ occurs at $t_{i}=0$

[^7]

Figure 4.3: The probability that more than one clipping pulses occur with a time duration of $T_{4}$, given a clipping pulse has already occurred in this time interval, where $\sigma=1 / \sqrt{2}$.
and has a phase $\theta_{i}=0$. The filtered clipping pulse is

$$
\begin{equation*}
\hat{f}_{i}(t)=\frac{1}{2 \pi} \int_{\mathcal{R}} \frac{b_{i}\left(\tau_{i}\right)^{3}}{12} e^{j \omega t} d \omega=\frac{b_{i}\left(\tau_{i}\right)^{3}}{12 T} h(t) \tag{4.35}
\end{equation*}
$$

where

$$
\begin{equation*}
h(t)=\operatorname{sinc} \frac{\pi t}{T} \sum_{k \in \mathcal{R}} e^{j 2 \pi k \frac{t}{T}} \tag{4.36}
\end{equation*}
$$

is the impulse response of the bandpass filter, and ${ }^{3}-T \leq t \leq T$ because the time duration of an OFDM symbol is $T$. When $\mathcal{R}=\left\{-\frac{N_{r}}{2},-\frac{N_{r}}{2}+1, \ldots, \frac{N_{r}}{2}-1\right\}$, (4.35) reduces to (4.25).

To make $\hat{f}_{i}(t)$ close to an impulse function, we need to consider only the magnitude response $|h(t)|$. Some conclusions can be obtained from (4.36):

1) The mainlobe of $h(t)$ is of the maximum width when $N_{r}=1$, implying the worst PAR-reduction capability.

[^8]2) For consecutive reserved tones, the mainlobe of $h(t)$ is of the minimum width when $N_{r}=N$, implying the best PAR-reduction capability.

If we choose another set of reserved tones $\mathcal{R}^{\prime}$, which is a shift of $\mathcal{R}$; i.e., $\mathcal{R}^{\prime}=\mathcal{R}+n_{s}$, where $\mathcal{R}$ is of any kind, and $n_{s}$ is an integer, then the impulse response of $\mathcal{R}^{\prime}$ is

$$
\begin{align*}
\left|h^{\prime}(t)\right| & =\left|\operatorname{sinc} \frac{\pi t}{T} \sum_{k \in \mathcal{R}^{\prime}} e^{j 2 \pi k \frac{t}{T}}\right|=\left|e^{j 2 \pi n_{s} \frac{t}{T}} \operatorname{sinc} \frac{\pi t}{T} \sum_{k \in \mathcal{R}} e^{j 2 \pi k \frac{t}{T}}\right|  \tag{4.37}\\
& =|h(t)|
\end{align*}
$$

That is, $h^{\prime}(t)$ has the same magnitude response as $h(t)$.
3) Therefore, shifting $\mathcal{R}$ cannot change the PAR-reduction capability.

In (4.36), the term $\operatorname{sinc} \frac{\pi t}{T}$ renders the envelope of $h(t)$, and the width of the mainlobe of $h(t)$ is determined by

$$
g(t)=\sum_{k \in \mathcal{R}} e^{j 2 \pi k \frac{t}{T}}
$$

Let $\mathbf{b}=\left[b_{-\frac{N}{2}}, b_{-\frac{N}{2}+1}, \ldots, b_{\frac{N}{2}-1}\right]$ be the indicator of reserved tones; i.e.,

$$
b_{k}= \begin{cases}1, & k \in \mathcal{R} \\ 0, & \text { otherwise }\end{cases}
$$

Then,

$$
g(t)=\sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} b_{k} e^{j 2 \pi k \frac{t}{T}}
$$

Because the phase of $h(t)$ is irrelevant to our consideration, we can focus on $|g(t)|^{2}$, but

$$
|g(t)|^{2}=\sum_{n=-N+1}^{N-1} \Psi(n) e^{j 2 \pi n t / T}
$$

where

$$
\Psi(n)= \begin{cases}\sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1-n} b_{k} b_{k+n}, & n \geq 0 \\ \sum_{k=-\frac{N}{2}-n}^{\frac{N}{2}-1} b_{k} b_{k+n}, & n<0\end{cases}
$$

is the aperiodic autocorrelation function of $\mathbf{b}$. The width of $\Psi(n)$ is inversely proportional to that of $|g(t)|^{2}$.
4) Then, for fixed $N_{r}$, the consecutive reserved-tone positioning leads to a small PAR reduction because the consecutive reserved-tone positioning has the narrowest
width of $\Psi(n)$ compared to that of other positioning schemes. In other words, a randomly chosen reserved-tone set usually leads to a better PAR-reduction performance than the consecutive reserved-tone set [18].

Minimizing only the mainlobe width of $h(t)$ does not maximize the PAR-reduction performance. In fact, the minimum width of $h(t)$ can be obtained by maximizing the width of $\Psi(n)$; i.e., putting reserved tones at the both ends of the OFDM frequency band. In other words,

$$
\begin{equation*}
\mathcal{R}=\left\{-\frac{N}{2},-\frac{N}{2}+1, \ldots,-\frac{N}{2}+\frac{N_{r}}{2}-1\right\} \cup\left\{\frac{N}{2}-\frac{N_{r}}{2}, \frac{N}{2}-\frac{N_{r}}{2}+1, \ldots \frac{N}{2}-1\right\} .^{4} \tag{4.38}
\end{equation*}
$$

Fig. 4.4 (a) illustrates this positioning scheme. The corresponding $h(t)$ is shown in Fig. 4.4 (b) as the solid curve. As a reference, a randomly chosen positioning scheme is also shown in Fig. 4.4 (b) as the dashed curve. Although the minimum-width positioning scheme of (4.38) leads to the minimum width of $h(t)$, it also leads to significantly larger sidelobes than the randomly chosen positioning scheme. Therefore, the minimum-width positioning scheme cannot maximize PAR reduction performance.

To find the optimal positioning scheme, we may optimize $\mathcal{R}$ such that the maximum peak in $|t|>\frac{\bar{\tau}}{2}$ is minimized; i.e.,

$$
\begin{equation*}
\min _{\mathcal{R}} \max _{T \geq|t|>\frac{\tau}{2}}|h(t)|, \tag{4.39}
\end{equation*}
$$

which is equivalent to

$$
\begin{array}{l|l}
\min _{\mathbf{b}} \max _{T \geq|t|>\frac{\tilde{T}}{}}\left|g(t) \operatorname{sinc} \frac{\pi t}{T}\right|, \\
\text { subject to: } & \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} b_{k}=N_{r} . \tag{4.40}
\end{array}
$$

$\operatorname{sinc} \frac{\pi t}{T}$ is only a weighting factor, and $g(t)$ is periodic with a period of $T$. Moreover, $|g(t)|=|g(-t)|$ and $\left|\operatorname{sinc} \frac{\pi t}{T}\right|=\left|\operatorname{sinc}\left(-\frac{\pi t}{T}\right)\right|$ because $b_{i}$ are integers. Then, (4.40) is

[^9]

Figure 4.4: Tone positions and the corresponding impulse response $h(t)$.
equivalent to

$$
\begin{align*}
& \min _{\mathbf{b}} \max _{\frac{T}{2} \geq|t|>\frac{T}{2}}\left|g(t) \operatorname{sinc} \frac{\pi t}{T}\right|, \\
& \text { subject to: } \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} b_{k}=N_{r} . \tag{4.41}
\end{align*}
$$

Sampling the objective function with the sampling frequency $\frac{J N}{T}$, where $J$ is the oversampling factor, (4.41) becomes

$$
\begin{align*}
& \min _{\mathbf{b}} \max _{n_{\tau} \leq n \leq \frac{J N}{2}-1}\left|g(n) \operatorname{sinc} \frac{\pi n}{J N}\right|, \\
& \text { subject to: } \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} b_{k}=N_{r}, \tag{4.42}
\end{align*}
$$

where

$$
g(n)=\sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} b_{k} e^{j 2 \pi \frac{k n}{J N}}, \quad n=0,1, \ldots, \frac{J N}{2}-1,
$$

and

$$
n_{\tau}=\left\lceil J \sqrt{\frac{6}{\pi}} \frac{\sigma}{A}\right\rceil
$$

with $\lceil x\rceil$ representing the minimum integer that is greater than $x$. If the factor $\operatorname{sinc} \frac{\pi n}{J N}$ is omitted, and we let $n_{\tau}=J$, (4.42) reduces to the optimization of $\mathcal{R}$ proposed in [18].

The search space of (4.42) is $\binom{N}{N_{r}}$, which is prohibitively large when $N$ and $N_{r}$ are large. Alternatively, we can use the random set optimization [18] to find a suboptimal solution $\mathcal{R}^{*}$, i.e., to select the best from $M$ randomly generated reserved-tone sets $\mathcal{R}_{1}, \ldots, \mathcal{R}_{M}$.

### 4.3 New Tone-Reservation Algorithms

Based on our analysis of clipping noise, we propose two new tone-reservation algorithms for PAR reduction. The main idea is that because the clipping noise in each iteration is similar, the total filtered clipping noise can be approximated by scaling the filtered clipping noise generated in the first iteration.

### 4.3.1 Constant Scaling Tone Reservation Algorithm

If a relatively high PAR is tolerable, but fast execution time is a must, we propose a constant-scaling tone-reservation algorithm. This algorithm scales the filtered clipping noise by a constant factor $\bar{\beta}$, and subtracts the scaled clipping noise from the original OFDM symbol. This algorithm can be stated as follows:

Algorithm 4.1 (Constant-Scaling).
Initialization:
This stage needs to run only once.

1. Choose a relatively high clipping threshold $A$; randomly choose the reservedtone set $\mathcal{R}$, or set it up by using random set optimization.
2. Choose a $K$, and calculate $\bar{\beta}$ by using (4.34).

## Runtime:

1. Distribute $\left(N-N_{r}\right)$ input symbols to data tones $\mathcal{R}^{c}$, and calculate the corresponding time domain signal $x_{n}$ by using (4.2). Oversampling may be required.
2. If $\mathrm{PAR}>A$, go to step 3 ; otherwise, transmit $x_{n}$ and terminate.
3. Clip $x_{n}$ to the threshold $A$ to find the clipping noise $f_{n}$ by using the discrete-time version of (4.4).
4. Filter $f_{n}$ subject to tone-reservation and other constraints, and obtain the peakcanceling signal $c_{n}$. The filtering can be done by using a pair of Discrete Fourier Transform (DFT)/Inverse Discrete Fourier Transform (IDFT) as follows:

4-a. Convert $f_{n}$ to the frequency domain by using a DFT to obtain $F_{k}=$ $\operatorname{DFT}\{\mathbf{f}\}$, where $\mathbf{f}=\left[f_{0}, \ldots, f_{J N-1}\right]$.
4-b. Keep the first and last $\frac{N}{2}$ items of $F_{k}$ to obtain the in-band distortion $\tilde{\mathbf{F}}$; i.e.,

$$
\tilde{\mathbf{F}}=\left[\tilde{F}_{0}, \tilde{F}_{1}, \ldots, \tilde{F}_{N-1}\right]=\left[F_{0}, F_{1}, \ldots, F_{\frac{N}{2}-1}, F_{J N-\frac{N}{2}}, F_{J N-\frac{N}{2}+1}, \ldots, F_{J N-1}\right] .
$$

4-c. The filtered clipping noise is $\hat{\mathbf{F}}=\left[\hat{F}_{0}, \hat{F}_{1}, \ldots, \hat{F}_{N-1}\right]$, where

$$
\hat{F}_{k}= \begin{cases}\tilde{F}_{k}, & k \in \mathcal{R}  \tag{4.43}\\ 0, & \text { otherwise }\end{cases}
$$

Then, by scaling $\hat{F}_{k}$, the peak reduction signal $C_{k}$ becomes $C_{k}=-\bar{\beta} \hat{F}_{k}$. Scaling the filtered clipping noise in the frequency domain involves less arithmetic operations than scaling it in the time domain.

4-d. Convert $C_{k}$ to time domain to obtain $c_{n}$ by using an IDFT.
5. Calculate the PAR-reduced OFDM signal as $\hat{x}_{n}=x_{n}+c_{n}$, and transmit it.

Remark 4.7. Calculating the $\operatorname{PAR}$ and finding $f_{n}$ require the calculation of $\left|x_{n}\right|$, which is costly if all $\left|x_{n}\right|$ are calculated. Here, we propose a method to reduce such a cost. We need to calculate only $\left|x_{n}\right|$ for those $\left|x_{n}\right| \geq A$. A necessary condition of $\left|x_{n}\right| \geq A$ is

$$
\begin{equation*}
\left(\left|x_{n, R}\right| \geq \frac{A}{\sqrt{2}} \text { OR }\left|x_{n, I}\right| \geq \frac{A}{\sqrt{2}}\right) \quad \text { AND }\left(\left|x_{n, R}\right|+\left|x_{n, I}\right| \geq A\right) \tag{4.44}
\end{equation*}
$$

where $x_{n, R}$ and $x_{n, I}$ are the real and imaginary parts of $x_{n}$, respectively. Thus, we need to calculate only $\left|x_{n}\right|$ for the samples satisfying (4.44). Later, we will show that the number of the samples satisfying (4.44) is small. This method can also be used in other PAR-reduction techniques such as SLM and PTS.

### 4.3.2 Adaptive-Scaling Tone-Reservation Algorithm

In this subsection, we propose an adaptive-scaling tone-reservation algorithm to obtain a large PAR reduction. Instead of using $\bar{\beta}$, this algorithm calculates $\beta$ for each OFDM symbol.

A discrete-time domain description of the algorithm is given here. Filtering the clipping noise $f_{n}$ to $\mathcal{R}$, we get the filtered clipping noise $\hat{f}_{n}=\operatorname{IDFT}\{\hat{\mathbf{F}}\}$, where $\hat{\mathbf{F}}$ is obtained by using (4.43). The PAR-reduced signal $\hat{x}_{n}$ can be written as

$$
\begin{equation*}
\hat{x}_{n}=x_{n}-\beta \hat{f}_{n}=A e^{j \theta_{n}}+f_{n}-\beta \hat{f}_{n}, \tag{4.45}
\end{equation*}
$$

where $\theta_{n}$ is the phase of $x_{n}$. Our task is to minimize the out-of-range power $P$, i.e., the total power of those $\left|\hat{x}_{n}\right|>A$. The objective function is

$$
\begin{equation*}
\min _{\beta} P \tag{4.46}
\end{equation*}
$$

where

$$
\begin{equation*}
P=\sum_{\left|\hat{x}_{n}\right|>A}\left(\left|\hat{x}_{n}\right|-A\right)^{2} . \tag{4.47}
\end{equation*}
$$

Eq. (4.47) can be rewritten as

$$
\begin{equation*}
P=\sum_{n \in \mathcal{S}_{1}}\left(\left|\hat{x}_{n}\right|-A\right)^{2}-\sum_{\substack{n \in \mathcal{S}_{1} \\\left|\hat{x}_{n}\right| \leq A}}\left(\left|\hat{x}_{n}\right|-A\right)^{2}+\sum_{n \in \mathcal{S}_{2}}\left(\left|\hat{x}_{n}\right|-A\right)^{2}, \tag{4.48}
\end{equation*}
$$

where $\mathcal{S}_{1}=\left\{n:\left|f_{n}\right|>0\right\}$ is the index set of all clipping pulses, and $\mathcal{S}_{2}=\{n$ : $\left|f_{n}\right|=0$ and $\left.\left|\hat{x}_{n}\right|>A\right\}$. Because clipping pulses are parabolic arcs, the power of any clipping pulse is a monotonic function of its peak amplitude. Minimizing (4.48) is equivalent to minimizing

$$
\begin{equation*}
\hat{P}=\underbrace{\sum_{n \in \mathcal{S}_{p}}\left(\left|\hat{x}_{n}\right|-A\right)^{2}}_{P_{1}}-\underbrace{\sum_{\substack{n \in \mathcal{S}_{p} \\\left|\hat{x}_{n}\right| \leq A}}\left(\left|\hat{x}_{n}\right|-A\right)^{2}}_{P_{2}}+\underbrace{\sum_{n \in \mathcal{S}_{p}^{+}}\left(\left|\hat{x}_{n}\right|-A\right)^{2}}_{P_{3}}, \tag{4.49}
\end{equation*}
$$

where $\mathcal{S}_{p}=\left\{n: n \in \mathcal{S}_{1},\left|x_{n}\right|>\left|x_{n-1}\right|\right.$, and $\left.\left|x_{n}\right| \geq\left|x_{n+1}\right|\right\}$ is the index set of the peaks of $f_{n} ; \mathcal{S}_{p}^{+}=\left\{n: n \in \mathcal{S}_{2},\left|\hat{x}_{n}\right|>\left|\hat{x}_{n-1}\right|\right.$, and $\left.\left|\hat{x}_{n}\right| \geq\left|\hat{x}_{n+1}\right|\right\}$ is the index set of the peaks of newly generated pulses whose amplitudes are larger than $A$. That is, if $\hat{P}$ is minimized, $P$ is also close-to-optimally minimized.

Eq. (4.49) implies that the optimal $\beta$, denoted as $\beta^{(\text {opt })}$, must both minimize the peaks of $x_{n}$ and prevent any large newly-generated pulses. This implication, in turn, implies that $\beta$ cannot be large. Thus, $P_{2}$ and $P_{3}$ are small and their difference can be omitted. Therefore,

$$
\begin{align*}
\hat{P} & \approx P_{1}=\sum_{n \in \mathcal{S}_{p}}\left|\hat{x}_{n}-A e^{j \hat{\theta}_{n}}\right|^{2}  \tag{4.50}\\
& =\sum_{n \in \mathcal{S}_{p}}\left|f_{n}-\beta \hat{f}_{n}+A\left(e^{j \theta_{n}}-e^{j \hat{\theta}_{n}}\right)\right|^{2},
\end{align*}
$$

where $\hat{\theta}_{n}$ is the phase of $\hat{x}_{n}$.
Because $\beta^{(\text {opt })}$ is not large, we can see that $\left|x_{n}\right|=\left|A e^{j \theta_{n}}+f_{n}\right| \gg\left|\beta \hat{f}_{n}\right|$, i.e., $\beta \hat{f}_{n}$ could not significantly change the phase of $x_{n}$. Therefore, $\hat{\theta}_{n} \approx \theta_{n}$, and

$$
\begin{equation*}
\hat{P} \approx \sum_{n \in \mathcal{S}_{p}}\left|f_{n}-\beta \hat{f}_{n}\right|^{2} \tag{4.51}
\end{equation*}
$$

The optimal solution is

$$
\begin{equation*}
\beta^{(\mathrm{opt})}=\frac{\mathfrak{R e}\left[\sum_{n \in \mathcal{S}_{p}} f_{n} \hat{f}_{n}^{*}\right]}{\sum_{n \in \mathcal{S}_{p}}\left|\hat{f}_{n}\right|^{2}}, \tag{4.52}
\end{equation*}
$$

where $\mathfrak{R e}[x]$ represents the real part of $x$, and $(\cdot)^{*}$ represents the complex conjugate.
If $\beta$ can be a complex number, the optimal solution is

$$
\beta_{c}^{(\mathrm{opt})}=\frac{\sum_{n \in \mathcal{S}_{p}} f_{n} \hat{f}_{n}^{*}}{\sum_{n \in \mathcal{S}_{p}}\left|\hat{f}_{n}\right|^{2}} .
$$

However, $\beta^{(\mathrm{opt})}$ is determined mainly by some dominant peaks. Most likely, if $f_{n}$ is a dominant peak, $\hat{f}_{n}$ is also large, and the phase of $\hat{f}_{n}$ is close to that of $f_{n}$. Therefore, the imaginary part of $\beta_{c}^{(\mathrm{opt})}$ is small and can be omitted.

To further reduce the execution time, some small samples of $f_{n}$ can be excluded from (4.52). Doing so, however, may degrade the PAR-reduction performance.

Now, the adaptive-scaling tone-reservation algorithm can be summarized as follows:

Algorithm 4.2 (Adaptive-Scaling).

## Initialization:

1. Set up $A, \mathcal{R}$, and the maximum number of iterations $L$.

## Runtime:

For each length $\left(N-N_{r}\right)$ OFDM block,

1. Find $x_{n}$.
2. If PAR $>A$, go to step 3; otherwise, transmit $x_{n}$ and terminate the algorithm.
3. Find the clipping noise $f_{n}$.
4. Find $c_{n}$ as follows:

4-a. Find the filtered clipping noise (in the frequency domain) $\hat{\mathbf{F}}$ as in Algorithm 4.1. Here, a DFT on $\mathbf{f}$ is needed.

4-b. Convert $\hat{\mathbf{F}}$ to the time domain to obtain $\hat{f}_{n}=\operatorname{IDFT}(\hat{\mathbf{F}})$.
4-c. Find the peaks of $f_{n}$ to obtain $\mathcal{S}_{p}$.
4 -d. Find $\beta^{(\text {opt })}$ by using (4.52).
4-e. The peak reduction signal is $c_{n}=-\beta^{(\mathrm{opt})} \hat{f}_{n}$.
5. Calculate the PAR-reduced OFDM signal as $\hat{x}_{n}=x_{n}+c_{n}$. If PAR $>A$, and the iteration number is less than $L$, go to Step 3. Otherwise, transmit $\hat{x}_{n}$, and terminate the algorithm.

### 4.3.3 Complexity Comparison

### 4.3.3.1 Complexity Analysis of the Proposed Algorithms

We now consider the complexity of our algorithms by calculating the number of real multiplications. Here, we count a complex multiplication as three real multiplications [192]. Only the runtime computational cost is considered, and the cost of the initialization stage can be omitted because it occurs only once. In the runtime stage of both algorithms, Steps 1 and 2 are not counted either because all OFDM systems
must execute Step 1, and all PAR-reduction techniques require at least one iteration of these two steps.

In Step $3, f_{n}$ can be calculated as $f_{n}=x_{n}\left(1-\frac{A}{\left|x_{n}\right|}\right)$, where $n \in \mathcal{F}=\left\{n:\left|x_{n}\right|>A\right\}$, and $N_{f}$ is the size of $\mathcal{F}$. The execution time of this step is determined by that of calculating $\left|x_{n}\right|$ and $f_{n}$.

By applying the condition (4.44) to exclude small samples, the execution time of calculating $\left|x_{n}\right|$ is small. The number of samples that satisfy (4.44) is

$$
\bar{N}_{c}=J N\left(1-(\operatorname{erf}(A / 2 \sigma))^{2}-P 1\right),
$$

where

$$
P 1=\int_{A / \sqrt{2}}^{A} \frac{2 \sqrt{2}}{\sigma \sqrt{\pi}} \operatorname{erf}\left(\frac{A-x}{\sigma \sqrt{2}}\right) e^{-x^{2} / 2 \sigma^{2}} d x
$$

For example, $\bar{N}_{c} \approx 0.0038 J N, 0.057 J N$ and $0.10 J N$ when $A / \sqrt{2} \sigma=9 \mathrm{~dB}, 6 \mathrm{~dB}$ and 5 dB , respectively. Calculating $\left|x_{n}\right|$ then requires $2 \bar{N}_{c}$ real multiplications.

Calculating $f_{n}$ for $n \in \mathcal{F}$ requires $2 N_{f}$ real multiplications and $N_{f}$ real divisions. However, $N_{f}$ is a function of $N$, which can be see by calculating the mean of $N_{f}$ as

$$
\bar{N}_{f}=\bar{N}_{p} \bar{\tau} f_{s},
$$

where $f_{s}=\frac{J N}{T}$ is the sampling frequency, and $\bar{N}_{p}$ is the average number of pulses in an OFDM signal duration, calculated in (4.9). Because $\bar{N}_{p}$ is the average size of $\mathcal{S}$, we have

$$
\begin{equation*}
\bar{N}_{f}=J N e^{-A^{2} / 2 \sigma^{2}} \tag{4.53}
\end{equation*}
$$

$N_{f}$ may change after the first iteration. However, because the OFDM signal after the first iteration is $\hat{x}_{n}=x_{n}+c_{n}$, the $N_{f}$ for $\hat{x}_{n}$, denoted as $\hat{N}_{f}$, is

$$
\hat{N}_{f}=N_{f}-N_{1}+N_{2}
$$

where $N_{1}$ is the number of samples that are higher than $A$ in the first iteration but are lower than $A$ after the first iteration, and $N_{2}$ is the number of samples of the newly-generated peaks (i.e., samples that are lower than $A$ in the first iteration but are higher than $A$ after the first iteration).

Because $c_{n}$ is very small (its average power is usually 10 dB below the OFDM average power, or less), only those peaks of $x_{n}$ that are slightly smaller or higher than
$A$ will contribute to $N_{1}$ or $N_{2}$. By using (4.53), $N_{1}$ and $N_{2}$ can be easily shown to be small numbers, and their difference can be omitted. Thus, $N_{f}$ is roughly constant in all iterations. We may estimate the execution time of calculating $f_{n}$ as $2 \bar{N}_{f}$ real multiplications and $\bar{N}_{f}$ real divisions, or a complexity of $\mathcal{O}(N)$ with a small constant of proportionality. For example, $\bar{N}_{f}=3.5 \times 10^{-4} J N, 0.019 J N$ and $0.042 J N$ for $A / \sqrt{2} \sigma=9 \mathrm{~dB}, 6 \mathrm{~dB}$ and 5 dB , respectively.

In Step 4, finding $\beta^{(\mathrm{opt})}$ requires $4 \bar{N}_{p}$ real multiplications and one real division ${ }^{5}$. From (4.9), $\bar{N}_{p}$ is a small number proportional to $N$ and is independent of $J$. Thus, the execution time of this step is determined mainly by the $J N$-point DFT/IDFT pair and weighting the clipping noise. The latter requires $2 J N$ real multiplications for adaptive-scaling and $2 N$ real multiplications for constant-scaling.

The fastest way of calculating the DFT/IDFT depends on the number of inputs/outputs of the DFT/IDFT. For example, when $A$ is large and $N$ is small such that the clipping noise usually contains only one or two pulses, direct calculation of DFT/IDFT (having a complexity of $\mathcal{O}\left(N^{2}\right)$ but with small constants of proportionality) may be more preferable. For moderate $A$ and/or large $N$, FFT algorithms [193-210] must be used. Here, we use the decimation-in-time (DIT) split-radix FFT algorithm [207]. The $J N$-point DFT in Step 4 has $N_{f}$ nonzero inputs and $N$ inband outputs (other outputs are not needed). Then its averaged number of real multiplications $\mathcal{M}_{\text {DFT }}$ can be calculated by using (4.79) - (4.81) (see Appendix 4.8) and replacing $N_{f}$ by $\bar{N}_{f}$. On the other hand, the $J N$-point IDFT in Step 4 has $N_{r}$ nonzero inputs and $J N$ outputs. Its number of real multiplications $\mathcal{M}_{\text {IDFT }}$ can be calculated by using (4.79) - (4.81) and replacing $N_{f}, N$ and $J$ by $N_{r}, J N$ and 1.

From the above discussion, the adaptive-scaling algorithm with $L$ iterations requires

$$
\mathcal{M}_{\mathrm{AS}}=L\left(2 \bar{N}_{f}+2 \bar{N}_{c}+4 \bar{N}_{p}+\mathcal{M}_{\mathrm{DFT}}+\mathcal{M}_{\mathrm{IDFT}}+2 J N\right)
$$

real multiplications and $L\left(\bar{N}_{f}+1\right)$ real divisions. Constant-scaling algorithm requires

$$
\mathcal{M}_{\mathrm{CS}}=2 \bar{N}_{f}+2 \bar{N}_{c}+\mathcal{M}_{\mathrm{DFT}}+\mathcal{M}_{\mathrm{IDFT}}+2 N
$$

real multiplications and $\bar{N}_{f}$ real divisions. The execution time of constant-scaling is smaller than that of adaptive-scaling with one iteration.

[^10]The number of iterations $L$ that adaptive-scaling requires to reach a fixed PAR (i.e., independent of $N$ ) does not depend on $J$ and $N$. Based on our analysis, the strength of the clipping pulses and the distances between them are independent of $J$ and $N$. As well, the adaptive-scaling algorithm proceeds all peaks in each iteration. Then, once other parameters (e.g., $A, R$ and the reserved tone set) are fixed, the PAR reduction obtained in each iteration is also fixed no matter what $J$ and $N$ are. Therefore, the complexity of adaptive-scaling for reaching a fixed PAR is $\mathcal{O}(N \log N)$, which is determined by the of complexity of DFT/IDFT. Moreover, because the inputs/outputs of the DFT/IDFT used in our algorithms are sparse, the complexity of DFT/IDFT may be further reduced to $\mathcal{O}(N)$ by using a proper wavelet transform [199, 200].

### 4.3.3.2 Complexity Analysis of the Active-Set Algorithm

Assume that the active-set algorithm uses the $(2 G)$-agon approximation $(G=4,8, \ldots)$. Then, the length of the OFDM signal vector and that of the peak-canceling vector proceeded in each iteration is $2 G J N$. In each iteration, the execution time of the active-set algorithm is determined by the following steps of this algorithm:

1) Find a suitable optimization direction by solving a set of linear equations with $l$ variable, where $l$ is the iteration number. We omit the execution time of this step when the total number of iterations $L$ is small.
2) Weight the $l$ peak-canceling kernels associated with the active set. This step requires $l G J N$ real multiplications (because the peak-canceling kernel is symmetric), except in the first iteration.
3) Find the optimal optimization step size $\mu$. If all samples not belonging to the active set are tested, where testing each sample requires one real division, the execution time is approximately $2 G J N$ real divisions because the size of the active set is small. The execution time can be reduced by testing only the large peaks of both the OFDM vector and the peak-canceling vector. However, appropriately defining "large peaks" is difficult. Here, we give a lower bound by assuming that the large peaks of the OFDM vector are the peaks higher than $A$, and that all large peaks of the peak-canceling vector coincide with those of the OFDM vector. Then, the average number of real divisions is $2 G \bar{N}_{f}=2 G J N e^{-A^{2} / 2 \sigma^{2}}$. The execution time
of this step is larger than that of calculating $f_{n}$ in our algorithms.
4) Weight the peak-canceling signal by $\mu$. This step requires $2 G J N$ real multiplications.

With $L$ iterations, the active-set algorithm requires

$$
\mathcal{M}_{\text {Act. }} \approx 2 L G J N+\sum_{l=2}^{L} l G J N=\frac{1}{2}\left(L^{2}+5 L-2\right) G J N
$$

real multiplications and $2 L G J N e^{-A^{2} / 2 \sigma^{2}}$ real divisions.
The active-set algorithm proceeds one peak (outside the active set) in each iteration. In order to reach a fixed PAR $A$ for different $N$, all peaks higher than $A$ must be compensated for by the peak-canceling signal. Because the number of peaks higher than $A$ is proportional to $N$, the required number of iterations is also proportional to $N$. That is, the complexity of the active-set algorithm for reaching a fixed PAR is ${ }^{6} \mathcal{O}\left(N^{3}\right)$.

### 4.4 Simulation Results

In this section, simulation results are given to verify the estimation of $\bar{\beta}$ used in our constant-scaling algorithm. Then, we compare our proposed algorithms with the active-set algorithm [20] by using simulation. We use $N=512, J=4$, and $10^{6}$ uniformly distributed 64QAM symbols as the input to the OFDM system. The clipping threshold $A$ is measured in dB with respect to the average signal power before PAR reduction.

### 4.4.1 Theoretical and Actual Values of $\beta$

First, we compare the theoretical value of $\bar{\beta}$ calculated by using (4.34), denoted as $\bar{\beta}_{\text {Theo }}$, and the actual value obtained by using simulation, denoted as $\bar{\beta}_{\text {Simu }}$. Here, $\bar{\beta}_{\text {Simu }}$ is calculated as

$$
\bar{\beta}_{\text {Simu }}=E\left\{\beta_{\text {Simu }}\right\},
$$

where

$$
\beta_{\text {Simu }}=\arg \min _{\beta} \sum_{k \in \mathcal{R}}\left|\hat{F}_{k}^{(K)}-\beta \hat{F}_{k}\right|^{2},
$$

[^11]and $\hat{F}_{k}$ and $\hat{F}_{k}^{(K)}$ are the in-band clipping noise at the first and $K$-th iterations, respectively.

Fig. 4.5 compares $\bar{\beta}_{\text {Theo }}$ and $\bar{\beta}_{\text {Simu }}$, where the tone-reservation ratio $R=4.88 \%$, $9.96 \%, 19.92 \%$, respectively; the number of clipping and filtering iterations $K=20$; and the set of reserved tones $\mathcal{R}$ is randomly selected at the initialization stage. The relative difference $d$ defined as

$$
d=\frac{\bar{\beta}_{\text {Theo }}-\bar{\beta}_{\text {Simu }}}{\bar{\beta}_{\text {Simu }}}
$$

is shown in Fig. 4.6.


Figure 4.5: Comparison of $\bar{\beta}_{\text {Theo }}$ and $\bar{\beta}_{\text {Simu }}$.
$\bar{\beta}_{\text {Theo }}$ matches $\bar{\beta}_{\text {Simu }}$ when $A \geq 9 \mathrm{~dB}$ because the clipping noise contains only one or two pulses. The difference becomes larger when $A<9 \mathrm{~dB}$ because of the existence of multiple clipping pulses in the clipping noise. However, the difference may still be acceptable for $A \geq 6 \mathrm{~dB}$ (where $d \leq 10 \%$ ). Therefore, we can use $\bar{\beta}_{\text {Theo }}$ to evaluate the PAR-reduction performance, or use $\bar{\beta}_{\text {Theo }}$ in our constant-scaling algorithm.

The approximation error in $\bar{\beta}_{\text {Theo }}$ depends mainly on the strength of the mainlobe (outside the pulse duration) and the sidelobes of the filtered pulses. This strength is


Figure 4.6: Relative difference $d$ between $\bar{\beta}_{\text {Theo }}$ and $\bar{\beta}_{\text {Simu }}$.
determined by $R$ and the selection of reserved tones, as well as the distances between the clipping pulses, which is determined by $A$. When $R$ is large, e.g., $R=19.92 \%$ in Fig. 4.5, the mainlobe outside the pulse duration and the sidelobes of the filtered pulses are small, and the approximation error is small. On the other hand, for small $R$ (e.g., $R=4.88 \%$ or $R=9.96 \%$ in Fig. 4.5), the distances between the clipping pulses are large when $A$ is large (e.g., $A \geq 6 \mathrm{~dB}$ in Fig. 4.5), and the approximation error is small.

Figs. 4.7 and 4.8 illustrate the mean and standard deviation (STD) of the phase and magnitude, respectively, of $\beta_{\text {Simu }}$, where $N=512, R=4.88 \%, A=6 \mathrm{~dB}$ and $\mathcal{R}$ is randomly selected. Fig. 4.7 shows that both the mean and STD of the phase of $\beta_{\text {Simu }}$ are close to 0 . Thus, $\beta_{\text {Simu }}$ can be well approximated as a real value. Fig. 4.8 shows that, for small $K$, the STD of $\left|\beta_{\text {Simu }}\right|$ is small, and $\bar{\beta}_{\text {Theo }}$ closely matches $\bar{\beta}_{\text {Simu }}$. With the increase of $K$, the STD of $\left|\beta_{\text {Simu }}\right|$ and the difference between $\bar{\beta}_{\text {Theo }}$ and $\bar{\beta}_{\text {Simu }}$ become larger.

Fig. 4.9 shows the mean and STD of the normalized approximation error $D$ for


Figure 4.7: Phase of $\beta_{\text {Simu }}$ and its standard deviation.


Figure 4.8: Magnitude of $\beta_{\text {Simu }}$ and its standard deviation.
different $K$ when approximating $\hat{F}_{k}^{(K)}$ by $\beta_{\text {Simu }} \hat{F}_{k} . D$ is defined as

$$
D=\frac{\sum_{k \in \mathcal{R}}\left|\hat{F}_{k}^{(K)}-\beta_{\mathrm{Simu}} \hat{F}_{k}\right|^{2}}{\sum_{k \in \mathcal{R}}\left|\hat{F}_{k}^{(K)}\right|^{2}} .
$$

The simulation parameters are $N=512, R=4.88 \%, A=6 \mathrm{~dB}$, and $\mathcal{R}$ is randomly selected.


Figure 4.9: Approximation error $D$ and its standard deviation when using $\beta_{\text {Simu }}$.

We observe that the normalized approximation error $D$ is small when the number of iterations $K$ is small, and $D$ becomes more than $35 \%$ when $K \rightarrow \infty$. Therefore, $K$ must be carefully selected when using the constant-scaling algorithm because a large $K$ may lead to PAR-reduction performance degradation.

### 4.4.2 Performance of Proposed Algorithms

We now compare the constant-scaling and adaptive-scaling algorithms with the activeset algorithm under tone-reservation constraints. Here, we use the modified PAR definition (3.18). The PAR CCDF is used to indicate the clip probability. Constantscaling, where the parameter $K$ is used in constant-scaling to calculate $\bar{\beta}$, has only
one iteration. The execution time of the algorithms we simulated is listed in Table 4.1 in terms of the number of real multiplications/divisions, where $L$ denotes the number of iterations for the adaptive-scaling and the active-set algorithms. As a reference, the execution time of a $J N$-point FFT is also listed in this table.

Table 4.1: Number of real multiplications/divisions for constant-scaling (CS), adaptive-scaling (AS) and active-set (Act. Set), where $N=512, J=4$.

|  | $R=4.88 \%$, <br> $A=6.22 \mathrm{~dB}$ | $R=19.92 \%$, <br> $A=4.96 \mathrm{~dB}$ |
| :--- | :--- | :--- |
| CS/AS, $L=1$ | $22350.68 / 32.16$ | $29273.32 / 89.93$ |
| AS, $L=3$ | $67052.05 / 96.48$ | $87819.96 / 269.78$ |
| AS, $L=16$ | $357610.95 / 514.58$ | $468373.12 / 1438.84$ |
| Act. Set, $L=2$ | $49152.00 / 498.58$ | $49152.00 / 1422.84$ |
| Act. Set, $L=9$ | $507904.00 / 2243.62$ | $507904.00 / 6402.80$ |
| 2048-point FFT | $16388 / 0$ | $16388 / 20$ |

Fig. 4.10 illustrates the comparison of these algorithms, where the clipping threshold $A=6.22 \mathrm{~dB}$, the tone-reservation ratio $R=4.88 \%$, and the set of reserved tones $\mathcal{R}$ is randomly selected. The PAR of the original OFDM (no reserved tones) and that of the OFDM with null reserved tones (reserved tones are set to 0 ) are also plotted in this figure as the dotted and dash-dot curves, respectively.

Setting reserved tones to 0 does not reduce the PAR. For a $10^{-4}$ clip probability, constant-scaling that approximates 50 clipping and filtering iterations obtains 3.1 dB PAR reduction, which is the same as that of the adaptive-scaling with one iteration, and is about 1.4 dB larger than that of the active-set with two iterations. The adaptive-scaling with three iterations obtains 0.4 dB larger PAR reduction than the active-set with nine iterations for a $10^{-4}$ clip probability, but with only $13 \%$ of the execution time of the latter. With 16 iterations, the adaptive-scaling leads to 5.1 dB PAR reduction ( 1.3 dB larger than that of the active-set with nine iterations) for a $10^{-4}$ clip probability. The execution time of this adaptive-scaling is only $70 \%$ of that of the active-set with nine iterations.

Fig. 4.11 compares these algorithms for 4.96 dB clipping, $19.92 \%$ tone-reservation,


Figure 4.10: PAR reduction of constant-scaling (CS), adaptive-scaling (AS) and active-set (Act. Set), where $R=4.88 \%, A=6.22 \mathrm{~dB}$, and $\mathcal{R}$ is randomly selected.
and a randomly selected set of reserved tones. Again, setting the reserved tones to 0 does not reduce the PAR. The adaptive-scaling with one iteration obtains a 4.3 dB PAR reduction, which is about the same as that of the constant-scaling, which approximates 20 clipping and filtering iterations, and is 2.6 dB larger than that of the active-set with two iterations, and 0.7 dB larger than that of the active-set with nine iterations. With three and 16 iterations, adaptive-scaling obtains a 5.7 dB and 6.9 dB reduction ( 2.1 dB and 3.3 dB larger than that of the active-set with nine iterations) with $17 \%$ and $90 \%$ of the execution time of the active-set with nine iterations, respectively.

Table 4.2 lists the average power increase in dB . The larger the PAR reduction is, the more the average power increases. However, the largest average power increase is only 0.44 dB . Therefore, the power increase will not significantly increase the BER. Note that the active-set has a negligible average power increase. However, because its PAR reduction is much smaller than that of adaptive-scaling, its BER performance


Figure 4.11: PAR reduction of constant-scaling (CS), adaptive-scaling (AS) and active-set (Act. Set), where $R=19.92 \%, A=4.96 \mathrm{~dB}$, and $\mathcal{R}$ is randomly selected.

Table 4.2: Average power increase in dB of constant-scaling (CS), adaptive-scaling (AS) and active-set (Act. Set), where the reserved tone set is randomly selected.

|  | $R=4.88 \%$, <br> $A=6 \mathrm{~dB}$ | $R=19.92 \%$, <br> $A=4 \mathrm{~dB}$ |
| :--- | :--- | :--- |
| CS, $K=50$ for $R=4.88 \%$, <br> $K=20$ for $R=19.92 \%$ | 0.14 | 0.13 |
| AS, $L=1$ | 0.11 | 0.13 |
| AS, $L=3$ | 0.23 | 0.23 |
| AS, $L=16$ | 0.44 | 0.39 |
| Act. Set, $L=2$ | 0.02 | 0.005 |
| Act. Set, $L=9$ | 0.11 | 0.03 |

is worse than that of the latter.
Given the PAR reduction, execution time and power increase, constant scaling may be a good choice if fast execution is desired. If a large PAR reduction is desired,
the adaptive-scaling with three and 16 iterations, respectively, may be good choices for the $4.88 \%$ and $19.92 \%$ reserved-tone cases.

Fig. 4.12 compares the BER performance of the adaptive-scaling and the activeset, where $19.92 \%$ randomly selected tones are reserved for the PAR reduction, and the clipping threshold is $A=4.96 \mathrm{~dB}$. The OFDM signal is first processed by using the adaptive-scaling with 16 iterations and the active-set with nine iterations, respectively. The peak reduced signal is passed through a SSPA with a limited linear range. The SSPA output is then transmitted through an AWGN channel. The input/output relationship of SSPA can be written as [1]

$$
y(t)=\frac{|x(t)|}{\left(1+\left(\frac{|x(t)|}{C}\right)^{2 p}\right)^{\frac{1}{2 p}}} e^{j \phi(t)}
$$

where $x(t)=|x(t)| e^{j \phi(t)}$ is the input, and $y(t)$ is the output of SSPA. Usually, $p=3$ for practical SSPA. In our simulation, the saturation point $C=5.46 \mathrm{~dB}$. In Fig. 4.12, the BER of the original OFDM signal (without PAR reduction) passing through the SSPA with $C=5.46 \mathrm{~dB}$ and passing through an ideal power amplifier with infinite linear range, respectively, are also included for reference.

If an ideal power amplifier is used, the OFDM system has a BER of $10^{-6}$ when $E_{b} / N_{0}=18.6 \mathrm{~dB}$. However, if the SSPA with $C=5.46 \mathrm{~dB}$ is used, the OFDM system has a BER floor of $6 \times 10^{-3}$. By using the adaptive-scaling with 16 iterations, the OFDM system obtains a BER of $10^{-6}$ with $E_{b} / N_{0}=22.0 \mathrm{~dB}$. On the other hand, the active-set with nine iterations has a BER floor of $2 \times 10^{-5}$.

Fig. 4.13 compares the radiation out of the OFDM frequency band $\left[-\frac{N}{2 T}, \frac{N}{2 T}\right]$ for the adaptive-scaling and active-set. The simulation parameters are the same as above. If no PAR reduction is used, the out-of-band radiation is -24.5 dB . By using the active-set with nine iterations, the out-of-band radiation is reduced to -29.5 dB . However, by using the adaptive-scaling with 16 iterations, the out-of-band radiation is only -34.5 dB .


Figure 4.12: BER comparison of adaptive-scaling (AS) and active-set (Act. Set), where $R=19.92 \%, A=4.96 \mathrm{~dB}, \mathcal{R}$ is randomly selected, and $C=5.46 \mathrm{~dB}$.


Figure 4.13: Out-of-band radiation of adaptive-scaling (AS) and active-set (Act. Set), where $R=19.92 \%, A=4.96 \mathrm{~dB}, \mathcal{R}$ is randomly selected, and $C=5.46 \mathrm{~dB}$.

### 4.4.3 Tradeoff of PAR Reduction and Execution Time for the Adaptive-Scaling Algorithm

Tradeoffs for the adaptive-scaling algorithm can be made between the PAR reduction and execution time. In this subsection, we find the optimal number of iterations by using simulation.

Fig. 4.14 illustrates the PAR-reduction performance of the adaptive-scaling algorithm at the first 16 iterations, where the clipping threshold is 4.96 dB , the tonereservation ratio is $19.92 \%$, and the reserved tones are randomly selected. In this figure, the curves represent the PAR distribution for the adaptive-scaling with, from right to left, one to 16 iterations.


Figure 4.14: PAR reduction of adaptive-scaling at the first 16 iterations, where $R=$ $19.92 \%, A=4.96 \mathrm{~dB}$, and $\mathcal{R}$ is randomly selected.

The $(2 l+1)$-th iteration of the adaptive-scaling exhibits approximately the same PAR-reduction performance as the $2 l$-th iteration for $l \geq 1$. The adaptive-scaling with three iterations may be a good choice to balance PAR reduction and execution time. On the other hand, the adaptive-scaling with five iterations reduces the PAR
to about 6 dB at a $10^{-4}$ clip probability. The next 11 iterations further obtain only a 0.7 dB PAR reduction at a $10^{-4}$ clip probability.

Similarly, Fig. 4.15 shows that, when a 6.22 dB clipping threshold and a $4.88 \%$ randomly selected reserved tone set are used, three iterations may be a good tradeoff in order for adaptive-scaling to balance PAR reduction and execution time. The next 13 iterations further obtain only a 0.9 dB PAR reduction at a $10^{-4}$ clip probability.


Figure 4.15: PAR reduction of adaptive-scaling at the first 16 iterations, where $R=$ $4.88 \%, A=6.22 \mathrm{~dB}$, and $\mathcal{R}$ is randomly selected.

### 4.5 The Constant-Scaling Algorithm: when Inband Distortion Is Allowed

The nonlinearity of the HPA introduces both inband distortion, which increases the BER, and out-of-band radiation, which interferes with neighboring communications. While the latter is unacceptable, the former may be tolerable in low bit rate communications. Thus, we may apply the constant-scaling algorithm, as a substitution
for the iterative clipping and filtering algorithm [90], to suppress the out-of-band radiation [19].

In distortion-tolerable cases, the clipping noise is distributed on all the subcarriers and mixed with the data symbols. In terms of PAR reduction, this situation can be considered as a special case of tone-reservation where $R=1$, and the constraint of (3.17) is discarded. The above discussion leads to the following conclusions:

1. The constraint of (3.17) affects the BER performance and the average power. However, this constraint does not affect the performance of the peak reduction.
2. Applying (3.17) in PAR reduction ensures the orthogonality of the data symbols and the clipping noise, but slightly increases the average power. The BER is slightly increased only due to the increased average power.
3. Discarding (3.17) in PAR reduction decreases the average power. However, the BER is increased due to the clipping noise. However, the clipping noise can be partly canceled at the receiver by using clipping noise cancelation algorithms [ $86,88,89,91,95]$.

Letting $R=1$ and discarding (3.17), we apply the constant-scaling algorithm that approximates three clipping and filtering iterations to an OFDM system with 256 subcarriers and a unitary QPSK symbol input. We compare the constant-scaling algorithm to the iterative clipping and filtering algorithm with three iterations in terms of PAR reduction, BER and out-of-band radiation. In our simulations, we consider the 6 dB and 3 dB clipping cases. The clipping threshold $A$ is small in the 3 dB clipping case. However, our simulation results show that the constant-scaling algorithm can also be used together with clipping noise cancelation techniques [86,88].

Fig. 4.16 compares the PAR reduction of the constant-scaling algorithm and that of the iterative clipping and filtering (ICF) algorithm. Their PAR reduction is close. For the 6 dB clipping case, our proposed technique is about 0.3 dB better than the iterative clipping and filtering at a $10^{-4}$ clip probability.

To investigate BER performance degradation and out-of-band distortion, we consider passing the PAR-reduced signal through an SSPA with limited linear range. The input/output relationship of SSPA is given in (3.3).


Figure 4.16: PAR CCDF comparison of the constant-scaling algorithm and the iterative clipping and filtering algorithm.

For the 6 dB clipping case, the clipping threshold of both algorithms is $A=6 \mathrm{~dB}$. After peak reduction, the PAR-reduced signal is passed through the SSPA with $C=$ 6 dB . For the 3 dB clipping, both $A$ and $C$ are set to 3 dB . Figures 4.17 compares the BER performance of both algorithms. As a reference, the dotted curve shows the BER of the ideal case when the HPA has enough linear range and no PAR-reduction technique is needed. The solid curves represent the BER when using the clipping noise cancelation technique [86] while the dashed curves represent the BER without clipping noise cancelation. The " $\circ$ " is for the constant-scaling algorithm, and the " $\times$ " is for the iterative clipping and filtering algorithm.

For the 6 dB clipping, the BER performances of these two algorithms are very close, and there is little need to use clipping noise cancelation. The BER performance in this case is only about 1 dB worse than that of the ideal case. On the other hand, in the 3 dB clipping both techniques are quite worse than that of the ideal case ( 6.5 -8.5 dB at the BER of $10^{-5}$ ) when no clipping noise cancelation is used, while the


Figure 4.17: BER performance comparison of the constant-scaling algorithm and the iterative clipping and filtering algorithm.
gap between these two techniques at the BER of $10^{-5}$ is about 2 dB . However, when clipping noise cancelation is used, the BER performance of these two techniques is improved by $2.5-3.5 \mathrm{~dB}$, and the constant-scaling algorithm is only about 1 dB worse than the iterative clipping and filtering algorithm. Therefore, the performance of the constant-scaling algorithm is comparable to that of the iterative clipping and filtering algorithm. However, because the constant-scaling algorithm performs only one iteration, its execution time is significantly less than that of iterative clipping and filtering at both the transmitter and the receiver. ${ }^{7}$

The out-of-band radiation comparison for the 3 dB clipping case is shown in Fig. 4.18. Here, pulse shaping is not considered for simplicity. Fig. 4.18 shows that iterative clipping and filtering leads to about 6 dB lower out-of-band radiation than that obtained without using any PAR-reduction technique, and our proposed technique leads to about 2.5 dB lower out-of-band radiation than that obtained by

[^12]iterative clipping and filtering.


Figure 4.18: Out-of-band radiation comparison of the constant-scaling algorithm and the iterative clipping and filtering algorithm for the 3 dB clipping case.

### 4.6 Conclusions

In this chapter, using a parabolic approximation of clipping pulses, we analyzed the peak regrowth and the flat power spectrum of the in-band clipping noise of tonereservation by using iterative clipping and filtering. We showed that the clipping noise obtained after several clipping and filtering iterations is approximately proportional to that generated in the first iteration, and derived the constant of proportionality by using the level-crossing theory. We have also proposed a constant scaling algorithm and an adaptive scaling algorithm for tone-reservation. These algorithms scale the filtered clipping noise by a constant or an adaptively calculated factor to generate a peak-canceling signal. Our simulation showed that the PAR and the execution time of the proposed algorithms are lower than those of the active-set algorithm.

### 4.7 Appendices

### 4.7.A Time Independence of Different Clipping Pulses

$x(t)$ can be shown to be a cyclostationary process. Then, the correlation of $x(t)$ of time $t_{i}$ and $t_{k}$ depends only on the time difference $\Delta t=t_{i}-t_{k}$. The correlation of $x(t)$ and $x(t+\Delta t)$ is

$$
\begin{align*}
R_{x}(\Delta t) & =\frac{1}{2} E\left\{x(t) x^{*}(t+\Delta t)\right\} \\
& =\frac{1}{2 N} \sum_{m=-N / 2}^{N / 2-1} \sum_{l=-N / 2}^{N / 2-1} E\left\{X_{m} X_{l}^{*}\right\} e^{j 2 \pi\left(m t_{i}-l(t+\Delta t)\right) / T} \\
& =\frac{\sigma^{2}}{N} \sum_{m=-N / 2}^{N / 2-1} e^{j 2 \pi m \Delta t / T}  \tag{4.54}\\
& =\sigma^{2} \frac{\sin (\pi N \Delta t / T)}{N \sin (\pi \Delta t / T)} e^{-j \pi \Delta t / T}
\end{align*}
$$

Because $\frac{1}{2} E\left\{x(t) x(t)^{*}\right\}=\sigma^{2}$, the correlation coefficient of $x(t)$ and $x(t+\Delta t)$ is

$$
\begin{equation*}
\rho_{x}(\Delta t)=\frac{\sin (\pi N \Delta t / T)}{N \sin (\pi \Delta t / T)} e^{-j \pi \Delta t / T} \tag{4.55}
\end{equation*}
$$

Strictly speaking, $\rho_{x}(n)=\delta(n)$, and the samples of $x(n)$ are independent only when the Nyquist sampling rate $T / N$ is used. However, we will show that, in the continuoustime domain, the possibility that two or more clipping pulses fall within a small time interval and have a large correlation is small and can be omitted. Then, the clipping pulses occurring at different time instances can be effectively treated as independent.

Without loss of generality, let $\Delta t=n T / N$, where $n$ is a real number, and $0 \leq$ $n<N$. When $n$ is small ${ }^{8}$ compared to $N$, then,

$$
\begin{equation*}
\left|\rho_{x}(n T / N)\right|=\left|\frac{\sin (\pi n)}{N \sin (\pi n / N)}\right|=\left|\frac{\sin (\pi n)}{\pi n}\right|, \quad(\text { when } N \rightarrow \infty) \tag{4.56}
\end{equation*}
$$

For example, $\left|\rho_{x}(n T / N)\right| \approx 0.071$ when $n=4.5$.
The probability that two or more clipping pulses occur within a time interval of $4.5 T / N$ is small. [190] shows that the up-crossing time of $x(t)$ is Poisson distributed when $N \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \operatorname{Pr}\left[U_{n, A}(0, \Delta t)=k\right]=\frac{\left(\Delta t \lambda_{A}\right)^{k} e^{-\Delta t \lambda_{A}}}{k!} \tag{4.57}
\end{equation*}
$$

[^13]where $U_{n, A}(0, \Delta t)$ is the number of the up-crossing that a $\chi^{2}$ random process
\[

$$
\begin{equation*}
Y(t)=X_{1}^{2}(t)+X_{2}^{2}(t)+\cdots+X_{n}^{2}(t) \tag{4.58}
\end{equation*}
$$

\]

up-crosses a fixed level $A / \sigma>0$, with $\sigma=E\left\{X_{k}^{2}(t)\right\}$ for all $k$, during the time interval $(0, \Delta t)$, and $\lambda_{A}$ is the up-crossing rate. Based on our assumption of a large $A$, each up-crossing corresponds to a parabolic clipping pulse. Then, given the condition that a clipping pulse occurs in $(0, \Delta t)$, the probability that more than $m(m \geq 1)$ clipping pulses occur in the same time interval $(0, \Delta t)$, denoted as $\operatorname{Pr}(m)$, is

$$
\begin{align*}
\operatorname{Pr}(m) & =\operatorname{Pr}\left[U_{n, A}(0, \Delta t)>m \mid \text { A clipping pulse occurs }\right] \\
& =\operatorname{Pr}\left[U_{n, A}(0, \Delta t)>m-1\right]  \tag{4.59}\\
& =1-\sum_{l=0}^{m-1} \frac{\left(\Delta t \lambda_{A}\right)^{l} e^{-\Delta t \lambda_{A}}}{l!}
\end{align*}
$$

By substituting $\Delta t=n T / N$ into (4.59), $\operatorname{Pr}(m)$ is independent of $N$. Table 4.3 lists $\operatorname{Pr}(m)$ for different clipping thresholds, where $n=4.5 T / N$. This table shows that, when $A$ is large, the chance that two or more clipping pulses will fall within the same time interval $(0,4.5 T / N)$ is small. In other words, most clipping pulses are a large "distance" apart from each other, so that the $\left|\rho_{x}(\Delta t)\right|$ 's between these pulses are small and can be approximated as 0 . Because $x(t)$ is Gaussian, $x(t)$ and $x(t+\Delta t)$ are also independent with respect to $\Delta t$.

Table 4.3: Given that a clipping pulse occurs in $(0,4.5 T / N)$, the probability that more than $k(k \geq 1)$ clipping pulses occur in the same time interval $(0,4.5 T / N)$.

| $A(\mathrm{~dB})$ | 3 | 6 | 9 |
| :--- | :--- | :--- | :--- |
| $\operatorname{Pr}(1)$ | 0.59 | 0.16 | $4.6 \times 10^{-3}$ |
| $\operatorname{Pr}(2)$ | 0.22 | $1.3 \times 10^{-2}$ | $1.1 \times 10^{-5}$ |
| $\operatorname{Pr}(3)$ | $6.0 \times 10^{-2}$ | $7.4 \times 10^{-4}$ | $1.6 \times 10^{-8}$ |
| $\operatorname{Pr}(4)$ | $1.3 \times 10^{-2}$ | $3.1 \times 10^{-5}$ | $1.9 \times 10^{-11}$ |
| $\operatorname{Pr}(5)$ | $2.2 \times 10^{-3}$ | $1.1 \times 10^{-6}$ | $1.7 \times 10^{-14}$ |

Table 4.3 also includes a low clipping threshold case, where $A=3 \mathrm{~dB}$. In this case, $\operatorname{Pr}(1)$ and $\operatorname{Pr}(2)$ are relatively large at $n=4.5$. However, taking into account that the $\left|\rho_{x}(\Delta t)\right|$ is only 0.071 at $n=4.5$, we may still treat the clipping pulses in this case as uncorrelated to simplify the power spectrum estimation.

### 4.7.B The Conditional pdf and moments of $\gamma_{i}$

In this section, we find the conditional pdf and moments of $\gamma_{i}=\frac{\dot{x}_{I}\left(t_{i}\right)}{\left|x_{R}\left(t_{i}\right)\right|}$, given $\dot{r}\left(t_{i}\right)=0$ and $r\left(t_{i}\right) \geq A$. For the ease of notation, we drop off the subscript $i$ and the time index $t_{i}$ in the following analysis. Strictly speaking, we also need a condition of $\ddot{r} \leq 0$. However, Appendix 4.7.C shows that $\operatorname{Pr}[\ddot{r} \mid \dot{r}=0, r \leq A] \approx 0$ unless $A$ is small.

First, we show that $x_{R}, x_{I}, \dot{x}_{R}$ and $\dot{x}_{I}$ are independent when $N$ is large. $\dot{x}_{R}=$ $\frac{1}{2}\left(\dot{x}+\dot{x}^{*}\right)$ and $\dot{x}_{I}=\frac{1}{2 j}\left(\dot{x}-\dot{x}^{*}\right)$, where

$$
\begin{equation*}
\dot{x}(t)=\frac{d x(t)}{d t}=\frac{1}{\sqrt{N}} \sum_{k=-N / 2}^{N / 2-1} \frac{j 2 \pi k}{T} X_{k} e^{j 2 \pi k t / T} \tag{4.60}
\end{equation*}
$$

As well, $E\left\{X_{k} X_{l}\right\}=0$ for any $k$ and $l$. Then, $\dot{x}_{R}$ and $\dot{x}_{I}$ are i.i.d. Gaussian processes with zero mean and variance

$$
\dot{\sigma}^{2}=\frac{4 \pi^{2} \sigma^{2}}{N T^{2}} \sum_{k=-N / 2}^{n / 2-1} k^{2}=\frac{\left(N^{2}+2\right) \pi^{2} \sigma^{2}}{3 T^{2}}
$$

When $N$ is large, $\dot{\sigma}^{2} \approx \frac{\pi^{2} N^{2} \sigma^{2}}{3 T^{2}}=\frac{\pi^{2}}{3} W^{2} \sigma^{2}$, which agrees with (4.7).
Using (4.1) and (4.60), we have

$$
E\left\{x_{R} \dot{x}_{R}\right\}=E\left\{x_{I} \dot{x}_{I}\right\}=0
$$

On the other hand,

$$
E\left\{x_{R} \dot{x}_{I}\right\}=-E\left\{x_{I} \dot{x}_{R}\right\}=\frac{2 \pi \sigma^{2}}{N T} \sum_{k=-N / 2}^{N / 2-1} k=-\frac{\pi \sigma^{2}}{T}
$$

and their correlation coefficients are

$$
\rho_{x_{R} \dot{x}_{I}}=-\rho_{x_{I} \dot{x}_{R}}=-\frac{3}{\sqrt{N^{2}+2}}
$$

which is zero when $N \rightarrow \infty$ (less than 0.014 when $N \geq 128$ ). Therefore, $x_{R}, x_{I}, \dot{x}_{R}$ and $\dot{x}_{I}$ are independent when $N$ is large.

We now find the joint pdf $p\left(\dot{x}_{I}, x_{R}, x_{I} \mid \dot{r}=0\right)$. Because $x_{R}, x_{I}, \dot{x}_{R}$ and $\dot{x}_{I}$ are independent, fixing $x_{R}$ and $x_{I}$ does not change the distribution of $\dot{x}_{R}$ and $\dot{x}_{I}$. Note that

$$
\dot{r}=\frac{1}{r}\left(x_{R} \dot{x_{R}}+x_{I} \dot{x}_{I}\right) .
$$

Then, given $x_{R}$ and $x_{I}, \dot{r}$ is also a Gaussian process with zero mean and variance

$$
\dot{\sigma}_{r}^{2}=E\left\{\dot{r}^{2}\right\}=\dot{\sigma}^{2}
$$

Because $\dot{\sigma}_{r}^{2}$ is independent of $x_{R}$ and $x_{I}, \dot{r}$ is independent of $x_{R}, x_{I}$ and $r$, and

$$
p(\dot{r})=\frac{1}{\sqrt{2 \pi} \dot{\sigma}} e^{-\dot{r} / 2 \dot{\sigma}^{2}}
$$

Given $x_{R}$ and $x_{I}$, the correlation coefficient between $\dot{x}_{I}$ and $\dot{r}$ is

$$
\rho_{\dot{x}_{I}, \dot{r}}=\frac{x_{I}}{r} .
$$

Then,

$$
\begin{equation*}
p\left(\dot{x}_{I}, \dot{r} \mid x_{R}, x_{I}\right)=\frac{\sqrt{x_{R}^{2}+x_{I}^{2}}}{2 \pi \dot{\sigma}^{2}\left|x_{R}\right|} \exp \left(-\frac{x_{R}^{2}+x_{I}^{2}}{2 \dot{\sigma}^{2} x_{R}^{2}}\left(\dot{x}_{I}^{2}-2 \frac{x_{I} \dot{x}_{I} \dot{r}}{\sqrt{x_{R}^{2}+x_{I}^{2}}}+\dot{r}^{2}\right)\right) \tag{4.61}
\end{equation*}
$$

and

$$
\begin{align*}
p\left(\dot{x}_{I}, x_{R}, x_{I} \mid \dot{r}=0\right) & =\left.\frac{p\left(\dot{x}_{I}, \dot{r} \mid x_{R}, x_{I}\right) p\left(x_{R}\right) p\left(x_{I}\right)}{p(\dot{r})}\right|_{\dot{r}=0} \\
& =\frac{\sqrt{x_{R}^{2}+x_{I}^{2}}}{(2 \pi)^{3 / 2} \dot{\sigma} \sigma^{2}\left|x_{R}\right|} \exp \left(-\frac{\left(x_{R}^{2}+x_{I}^{2}\right) \dot{x}_{I}^{2}}{2 \dot{\sigma}^{2} x_{R}^{2}}-\frac{x_{R}^{2}+x_{I}^{2}}{2 \sigma^{2}}\right) . \tag{4.62}
\end{align*}
$$

We use the following transforms to obtain $p(\gamma, r, \theta \mid \dot{r}=0)$ :

$$
\begin{align*}
\dot{x}_{I} & =r \gamma|\cos \theta|+\dot{r} \sin \theta,  \tag{4.63}\\
x_{R} & =r \cos \theta,  \tag{4.64}\\
x_{I} & =r \sin \theta . \tag{4.65}
\end{align*}
$$

The Jacobian of the transformation from $\dot{x}_{I}, x_{R}, x_{I}$ to $\gamma, r$ and $\theta$ is

$$
\mathfrak{J}=\left|\begin{array}{ccc}
r \cos \theta & \gamma \cos \theta & -r \gamma \sin \theta+\dot{r} \cos \theta \\
0 & \cos \theta & -r \sin \theta \\
0 & \sin \theta & r \cos \theta
\end{array}\right|_{\dot{r}=0}=r^{2} \cos \theta,
$$

for $-\pi / 2 \leq \theta \leq \pi / 2$, and

$$
\mathfrak{J}=\left|\begin{array}{ccc}
-r \cos \theta & -\gamma \cos \theta & r \gamma \sin \theta+\dot{r} \cos \theta \\
0 & \cos \theta & -r \sin \theta \\
0 & \sin \theta & r \cos \theta
\end{array}\right|_{\dot{r}=0}=-r^{2} \cos \theta,
$$

for $-\pi / 2 \leq \theta \leq \pi / 2$. Thus,

$$
\begin{equation*}
\mathfrak{J}=r^{2}|\cos \theta| \tag{4.66}
\end{equation*}
$$

for $0 \leq \theta \leq 2 \pi$. Then, we have

$$
\begin{align*}
p(\gamma, r, \theta \mid \dot{r}=0) & =p\left(\dot{x}_{I}, x_{R}, x_{I} \mid \dot{r}=0\right)|\mathfrak{J}| \\
& =\frac{r^{2}}{(2 \pi)^{3 / 2} \dot{\sigma} \sigma^{2}} \exp \left(-\frac{r^{2} \gamma^{2}}{2 \dot{\sigma}^{2}}-\frac{r^{2}}{2 \sigma^{2}}\right) . \tag{4.67}
\end{align*}
$$

The pdf of $\gamma$ conditioned on $\dot{r}=0$ and $r \geq A$ is

$$
\begin{align*}
p(\gamma \mid \dot{r}=0, r \geq A) & =\frac{\int_{A}^{\infty} \int_{0}^{2 \pi} p(\gamma, r, \theta \mid \dot{r}=0) d \theta d r}{\int_{A}^{\infty} p(r) d r}  \tag{4.68}\\
& =\frac{A^{3}}{4 \sqrt{2 \pi} \dot{\sigma} \sigma^{2} \psi^{3}}\left(2 \psi e^{-\psi^{2}}+\sqrt{\pi} \operatorname{erfc}(\psi)\right) e^{A^{2} / 2 \sigma^{2}}
\end{align*}
$$

where

$$
\psi=\frac{A \sqrt{\gamma^{2} \sigma^{2}+\dot{\sigma}^{2}}}{\sqrt{2} \dot{\sigma} \sigma}
$$

The conditional cumulative distribution function (cdf) of $\gamma$ cannot be written in a closed form. However, because $p(\gamma \mid \dot{r}=0, r \geq A)=p(-\gamma \mid \dot{r}=0, r \geq A)$, the conditional mean $m_{\gamma}=E\{\gamma \mid \dot{r}=0, r \geq A\}=0$. The conditional variance $\sigma_{\gamma}^{2}=$ $E\left\{\gamma^{2} \mid \dot{r}=0, r \geq A\right\}$ can be found by using (4.62).

We first transform $p\left(\dot{x}_{I}, x_{R}, x_{I} \mid \dot{r}=0\right)$ to $p\left(\dot{x}_{I}, r, \theta \mid \dot{r}=0\right)$. The Jacobian of the transformation is $\mathfrak{J}=r$. Then,

$$
\begin{align*}
\sigma_{\gamma}^{2} & =\frac{\int_{-\infty}^{\infty} \int_{A}^{\infty} \int_{0}^{2 \pi} \frac{\dot{x}_{I}^{2}}{r^{2} \cos ^{2} \theta} p\left(\dot{x}_{I}, r, \theta \mid \dot{r}=0\right) d \theta d r d \dot{x}_{I}}{\int_{-\infty}^{\infty} \int_{A}^{\infty} \int_{0}^{2 \pi} p\left(\dot{x}_{I}, r, \theta \mid \dot{r}=0\right) d \theta d r d \dot{x}_{I}}  \tag{4.69}\\
& =\frac{\pi^{2} W^{2}}{6} \mathrm{E}_{1}\left(\frac{A^{2}}{2 \sigma^{2}}\right) e^{A^{2} / 2 \sigma^{2}}
\end{align*}
$$

and

$$
\begin{equation*}
\sigma_{\gamma}^{4}=\frac{\pi^{4} W^{4}}{12}\left(\mathrm{E}_{1}\left(\frac{A^{2}}{2 \sigma^{2}}\right) e^{A^{2} / 2 \sigma^{2}}-\frac{2 \sigma^{2}}{A^{2}}\right) \tag{4.70}
\end{equation*}
$$

We may also find the central moments of $|\gamma|$ by using (4.62). The conditional mean of $|\gamma|$ is

$$
\begin{align*}
m_{|\gamma|} & =E\{|\gamma| \mid \dot{r}=0, r \geq A\} \\
& =\frac{\int_{-\infty}^{\infty} \int_{A}^{\infty} \int_{0}^{2 \pi} \frac{\left|\dot{x}_{I}\right|}{r|\cos \theta|} p\left(\dot{x}_{I}, r, \theta \mid \dot{r}=0\right) d \theta d r d \dot{x}_{I}}{\int_{-\infty}^{\infty} \int_{A}^{\infty} \int_{0}^{2 \pi} p\left(\dot{x}_{I}, r, \theta \mid \dot{r}=0\right) d \theta d r d \dot{x}_{I}}  \tag{4.71}\\
& =\frac{\pi W}{\sqrt{3}} \operatorname{erfc}\left(\frac{A}{\sqrt{2} \sigma}\right) e^{A^{2} / 2 \sigma^{2}} .
\end{align*}
$$

The conditional variance of $|\gamma|$ is $\sigma_{|\gamma|}^{2}=\sigma_{\gamma}^{2}-m_{|\gamma|}^{2}$.
When $A \rightarrow \infty, m_{|\gamma|}$ and $\sigma_{|\gamma|}$ are virtually zero. For practical $A$ 's, $m_{|\gamma|}$ and $\sigma_{|\gamma|}$ are also small compared to the OFDM half bandwidth (in rad/s) $\pi W$. Table 4.4 lists the theoretical and simulated values of $m_{|\gamma|}$ and $\sigma_{|\gamma|}^{2}$ for different $A$. $\gamma_{i}$ introduces a frequency shift to $F_{i}(\omega)$, the frequency spectrum of the clipping pulse $f_{i}(t)$. Moreover, $F_{i}(\omega)$ reaches its maximum magnitude at $\omega=0$ if $\gamma_{i}=0$. Then, we can measure the frequency at which $F_{i}(\omega)$ reaches its maximum magnitude to obtain the simulated statistics of $\gamma_{i}$. In our simulation, we use $N=512, J=128$ and QPSK input symbols ${ }^{9}$.

Table 4.4: $m_{|\gamma|}$ and $\sigma_{|\gamma|}$ for different $A$. Simulated results are obtained with $N=512$, $J=128$ and QPSK input symbols.

| $A / \sqrt{2} \sigma(\mathrm{~dB})$ | 3 | 6 | 9 |
| :--- | :--- | :--- | :--- |
| $m_{\|\gamma\|}$, Theoretical $(\times \pi W)$ | 0.19 | 0.15 | 0.11 |
| $m_{\|\gamma\|}$, Simulated $(\times \pi W)$ | 0.16 | 0.13 | 0.11 |
| $\sigma_{\|\gamma\|}$, Theoretical $(\times \pi W)$ | 0.15 | 0.11 | 0.083 |
| $\sigma_{\|\gamma\|}$, Simulated $(\times \pi W)$ | 0.12 | 0.10 | 0.078 |

### 4.7.C $\operatorname{Pr}\left[\ddot{r}\left(t_{i}\right)>0 \mid \dot{r}\left(t_{i}\right)=0, r\left(t_{i}\right) \geq A\right] \rightarrow 0$ when $A \rightarrow \infty$

In this section, we prove that $\operatorname{Pr}\left[\ddot{r}\left(t_{i}\right)>0 \mid \dot{r}\left(t_{i}\right)=0, r\left(t_{i}\right) \geq A\right] \rightarrow 0$ when $A \rightarrow \infty$. In the following, we drop off the time index $t_{i}$ for the ease of notation.

Because $\ddot{x}_{R}=\frac{1}{2}\left(\ddot{x}+\ddot{x}^{*}\right)$ and $\ddot{x}_{I}=\frac{1}{2 j}\left(\ddot{x}-\ddot{x}^{*}\right)$, where

$$
\begin{equation*}
\ddot{x}(t)=\frac{d \dot{x}(t)}{d t}=-\frac{1}{\sqrt{N}} \sum_{k=-N / 2}^{N / 2-1} \frac{4 \pi^{2} k^{2}}{T^{2}} X_{k} e^{j 2 \pi k t / T} \tag{4.72}
\end{equation*}
$$

$\ddot{x}_{R}$ and $\ddot{x}_{I}$ are i.i.d. Gaussian processes with zero mean and variance ${ }^{10}$

$$
\begin{aligned}
\ddot{\sigma}^{2} & =\frac{16 \pi^{4} \sigma^{2}}{N T^{4}} \sum_{k=-N / 2}^{N / 2-1} k^{4}=\frac{\pi^{4} \sigma^{2}}{15 T^{4}}\left(3 N^{4}+20 N^{2}-8\right) \\
& \approx \frac{N^{4} \pi^{4} \sigma^{2}}{5 T^{4}}=\frac{\pi^{4}}{5} W^{4} \sigma^{2}
\end{aligned}
$$

[^14]By using (4.1) and (4.72), we have

$$
\begin{aligned}
& E\left\{x_{R} \ddot{x}_{I}\right\}=E\left\{x_{I} \ddot{x}_{R}\right\}=0, \\
& E\left\{x_{R} \ddot{x}_{R}\right\}=E\left\{x_{I} \ddot{x}_{I}\right\}=-E\left\{\dot{x}_{I}^{2}\right\}=-\frac{\pi^{2}}{3} W^{2} \sigma^{2},
\end{aligned}
$$

and

$$
\rho_{x_{R} \ddot{x}_{R}}=\rho_{x_{I} \ddot{x}_{I}}=-\frac{\sqrt{5}}{3},
$$

Thus, given $x_{R}$ and $x_{I}, \ddot{x}_{R}$ and $\ddot{x}_{I}$ are independent Gaussian processes with mean $-\frac{\pi^{2}}{3} W^{2} x_{R}$ (for $\ddot{x}_{R}$ ) and $-\frac{\pi^{2}}{3} W^{2} x_{I}$ (for $\ddot{x}_{I}$ ) and variances of $\frac{4}{9} \ddot{\sigma}^{2}$.

Note that $\dot{x}_{I}=\gamma\left|x_{R}\right|$. Given $\dot{r}=\frac{1}{r}\left(x_{R} \dot{x}_{R}+x_{I} \dot{x}_{I}\right)=0$, we have $\dot{x}_{R}=-\frac{x_{I} \dot{x}_{I}}{x_{R}}$, and

$$
\begin{equation*}
\ddot{r}=\frac{1}{r}\left(\dot{x}_{R}^{2}+\dot{x}_{I}^{2}+x_{R} \ddot{x}_{R}+x_{I} \ddot{x}_{I}\right)=\frac{1}{r}\left(r^{2} \gamma^{2}+x_{R} \ddot{x}_{R}+x_{I} \ddot{x}_{I}\right) . \tag{4.73}
\end{equation*}
$$

Then, given $x_{R}, x_{I}, \gamma$, and $\dot{r}=0, \ddot{r}$ is a Gaussian process with mean

$$
\hat{m}_{\ddot{r}}=E\left\{\ddot{r} \mid x_{R}, x_{I}, \gamma, \dot{r}=0\right\}=\frac{1}{r}\left(r^{2} \gamma^{2}-\frac{\pi^{2}}{3} W^{2}\left(x_{R}^{2}+x_{I}^{2}\right)\right)=r\left(\gamma^{2}-\frac{\pi^{2} W^{2}}{3}\right),
$$

and variance

$$
\begin{aligned}
\sigma_{\ddot{r}}^{2} & =E\left\{\ddot{r}^{2} \mid x_{R}, x_{I}, \gamma, \dot{r}=0\right\}-\hat{m}_{\ddot{r}}^{2} \\
& =\frac{4}{9} \ddot{\sigma}^{2}=\frac{4 \pi^{4}}{45} W^{4} \sigma^{2} .
\end{aligned}
$$

Because $\sigma_{\ddot{r}}^{2}$ is independent of $x_{R}, x_{I}$ and $\gamma$, it is also the variance of $\ddot{r}$ given $\dot{r}=0$ and $r \geq A$. By normalizing $\ddot{r}$ by dividing it by $\sigma$, the variance of $\ddot{r} / \sigma$ given $\dot{r}=0$ and $r \geq A$ is $\sigma_{\dot{r}}^{2} / \sigma^{2}=\frac{4 \pi^{4} W^{4}}{45}$, which is a constant related to only the OFDM bandwidth $W$.
$\hat{m}_{\ddot{r}}$ is also the mean of $\ddot{r}$ given $r, \gamma$ and $\dot{r}=0$ because $\hat{m}_{\ddot{r}}$ depends on $r$ instead of the individual $x_{R}$ and $x_{I}$. Then, we have

$$
\begin{align*}
p(\ddot{r} \mid \gamma, r, \dot{r}=0) & =p\left(\ddot{r} \mid \gamma, x_{R}, x_{I}, \dot{r}=0\right) \\
& =\frac{1}{\sqrt{2 \pi} \sigma_{\ddot{r}}} \exp \left(-\frac{\left(\ddot{r}-\hat{m}_{\ddot{r}}\right)^{2}}{2 \sigma_{\ddot{r}}^{2}}\right) . \tag{4.74}
\end{align*}
$$

The conditional mean of $\ddot{r} / \sigma$ given $\dot{r}=0$ and $r \geq A$ can be calculated as

$$
\begin{aligned}
m_{\ddot{r} / \sigma} & =E\left\{\left.\frac{\ddot{r}}{\sigma} \right\rvert\, \dot{r}=0, r \geq A\right\} \\
& =\frac{\int_{-\infty}^{\infty} \int_{A}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \ddot{r} p(\ddot{r}, \gamma, r, \theta \mid \dot{r}=0) d \theta d \gamma d r d \ddot{r}}{\sigma \int_{A}^{\infty} p(r) d r}
\end{aligned}
$$

However,

$$
\begin{aligned}
\int_{-\infty}^{\infty} \ddot{r} p(\ddot{r}, \gamma, r, \theta \mid \dot{r}=0) d \ddot{r} & =\int_{-\infty}^{\infty} \ddot{r} p(\ddot{r} \mid \gamma, r, \theta, \dot{r}=0) p(\gamma, r, \theta \mid \dot{r}=0) d \ddot{r} \\
& =\hat{m}_{\ddot{r}} p(\gamma, r, \theta \mid \dot{r}=0),
\end{aligned}
$$

where $p(\gamma, r, \theta \mid \dot{r}=0)$ is calculated in (4.67). Therefore,

$$
\begin{aligned}
m_{\ddot{r} / \sigma} & =\frac{\int_{A}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \hat{m}_{\ddot{r}} p(\gamma, r, \theta \mid \dot{r}=0) d \theta d \gamma d r}{\sigma \int_{A}^{\infty} p(r) d r} \\
& =\frac{\sqrt{2 \pi}\left(\sqrt{5} \sigma \ddot{\sigma}-3 \dot{\sigma}^{2}\right) \operatorname{erfc}\left(\frac{A}{\sqrt{2} \sigma}\right) e^{A^{2} / 2 \sigma^{2}}-2 \sqrt{5} \ddot{\sigma} A}{6 \sigma^{2}} \\
& =-\frac{\pi^{2} W^{2} A}{3 \sigma} .
\end{aligned}
$$

When $A \rightarrow \infty, m_{\ddot{r} / \sigma} \rightarrow-\infty$. Because $\ddot{r} / \sigma$ has a constant (conditional) variance for any $A$, we have $\operatorname{Pr}[\ddot{r}>0 \mid \dot{r}=0, r \geq A] \rightarrow 0$ when $A \rightarrow \infty$. Moreover, the OFDM bandwidth $W$ is usually large (several MHz ). Thus, unless $A$ is very small, $m_{\ddot{r} / \sigma} \ll 0$, implying that $\operatorname{Pr}[\ddot{r}>0 \mid \dot{r}=0, r \geq A] \approx 0$.

### 4.7.D Given $\dot{r}=0$ and $r \geq A, \gamma_{i}$ and $\tau_{i}$ Are Uncorrelated

We first find the conditional joint pdf $p(\ddot{r}, \gamma, r \mid \dot{r}=0)$. By using (4.67) and (4.74), we have

$$
\begin{aligned}
p(\ddot{r}, \gamma, r \mid \dot{r}=0) & =p(\ddot{r} \mid \gamma, r, \theta, \dot{r}=0) p(\gamma, r, \theta \mid \dot{r}=0) p(\theta) \\
& =\frac{r^{2}}{2 \pi \sigma_{\dot{r}} \dot{\sigma} \sigma^{2}} \exp \left(-\frac{\left(\ddot{r}-m_{\ddot{r}}\right)^{2}}{2 \sigma_{\ddot{r}}^{2}}-\frac{r^{2} \gamma^{2}}{2 \dot{\sigma}^{2}}-\frac{r^{2}}{2 \sigma^{2}}\right) .
\end{aligned}
$$

Because $\tau=\sqrt{-\frac{8(r-A)}{\ddot{r}}}$, the conditional joint moments of $\tau$ and $\gamma$ can be found as

$$
E\left\{\tau^{m} \gamma^{n} \mid \dot{r}=0, r \geq A\right\}=\frac{\int_{A}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{0} \tau^{m} \gamma^{n} p(\ddot{r}, \gamma, r \mid \dot{r}=0) d \ddot{r} d \gamma d r}{\int_{A}^{\infty} p(r) d r}
$$

where $m$ and $n$ are positive integers. However, note that $p(\ddot{r}, \gamma, r \mid \dot{r}=0)$ is symmetric to $\gamma$. Therefore,

$$
\int_{-\infty}^{\infty} \tau^{m} \gamma^{n} p(\ddot{r}, \gamma, r \mid \dot{r}=0) d \gamma=0
$$

for any odd $n$, and, in turn, $E\left\{\tau^{m} \gamma^{n} \mid \dot{r}=0, r \geq A\right\}=0$ for any odd $n$. Specifically, $E\{\tau \gamma \mid \dot{r}=0, r \geq A\}=0$. That is, given $\dot{r}=0$ and $r \geq A, \tau$ and $\gamma$ are uncorrelated.

### 4.7.E The Conditional pdf and moments of $\eta_{k}$

In this section, we find the conditional mean and variance of

$$
\eta_{k}=\frac{\dot{x}_{I}\left(t_{k}\right) r\left(t_{k}\right)-x_{I}\left(t_{k}\right) \dot{r}\left(t_{k}\right)}{r\left(t_{k}\right)\left|x_{R}\left(t_{k}\right)\right|}
$$

given $\dot{r}\left(t_{k}\right) \geq 0$ and $r\left(t_{k}\right)=A$. In the following, we drop off the time index $t_{k}$ for the ease of notation.

Note that

$$
p\left(x_{R}, x_{I}, \dot{x}_{I}, \dot{r}\right)=p\left(\dot{x}_{I}, \dot{r} \mid x_{R}, x_{I}\right) p\left(x_{R}\right) p\left(x_{I}\right)
$$

where $p\left(\dot{x}_{I}, \dot{r} \mid x_{R}, x_{I}\right)$ is defined in (4.61). We have

$$
\begin{aligned}
p\left(\dot{x}_{I}, \dot{r}, \theta \mid r\right) & =\frac{r p\left(x_{R}=r \cos \theta, x_{I}=r \cos \theta, \dot{x}_{I}, \dot{r}\right)}{p(r)} \\
& =\frac{1}{4 \pi^{2} \dot{\sigma}^{2}|\cos \theta|} \exp \left(-\frac{\dot{x}_{I}^{2}-2 \dot{x}_{I} \dot{r} \sin \theta+\dot{r}^{2}}{2 \dot{\sigma}^{2} \cos ^{2} \theta}\right)
\end{aligned}
$$

The Jacobian of transforming $p\left(\dot{x}_{I}, \dot{r}, \theta \mid r\right)$ to $p\left(\eta_{k}, \dot{r}, \theta \mid r\right)$ is $r|\cos \theta|$ because $\dot{x}_{I}=$ $r \eta_{k}|\cos \theta|+\dot{r} \sin \theta$. Then, the pdf of $\eta_{k}$ conditioned on $\dot{r} \geq 0$ and $r=A$ is

$$
\begin{aligned}
p\left(\eta_{k} \mid \dot{r} \geq 0, r=A\right) & =\frac{\int_{0}^{\infty} \int_{0}^{2 \pi} r|\cos \theta| p\left(\dot{x}_{I}=r \eta_{k}|\cos \theta|+\dot{r} \sin \theta, \dot{r}, \theta \mid r\right) d \theta d \dot{r}}{\int_{0}^{\infty} p(\dot{r}) d \dot{r}} \\
& =\frac{\sqrt{6} A}{2 \pi \sqrt{\pi} W \sigma} \exp \left(-\frac{3 A^{2} \eta_{k}^{2}}{2 \pi^{2} W^{2} \sigma^{2}}\right)
\end{aligned}
$$

The conditional moments of $\eta_{k}$ can be found:

$$
\begin{aligned}
m_{\eta_{k}} & =E\left\{\eta_{k} \mid \dot{r} \geq 0, r=A\right\}=0 \\
\sigma_{\eta_{k}}^{2} & =E\left\{\eta_{k}^{2} \mid \dot{r} \geq 0, r=A\right\}=\frac{\dot{\sigma}^{2}}{A^{2}}=\frac{\pi^{2} W^{2} \sigma^{2}}{3 A^{2}} \\
\sigma_{\eta_{k}}^{4} & =E\left\{\eta_{k}^{4} \mid \dot{r} \geq 0, r=A\right\}=\frac{\pi^{4} W^{4} \sigma^{4}}{3 A^{4}} \\
m_{\left|\eta_{k}\right|} & =E\left\{\left|\eta_{k}\right| \mid \dot{r} \geq 0, r=A\right\}=\sqrt{\frac{2 \pi}{3}} \frac{W \sigma}{A}
\end{aligned}
$$

and the conditional variance of $\left|\eta_{k}\right|$ is

$$
\begin{equation*}
\sigma_{\left|\eta_{k}\right|}^{2}=\sigma_{\eta_{k}}^{2}-m_{\left|\eta_{k}\right|}^{2}=\left(\frac{\pi^{2}}{3}-\frac{2 \pi}{3}\right) \frac{W^{2} \sigma^{2}}{A^{2}} \tag{4.75}
\end{equation*}
$$

When $A$ is large, $\eta_{k}$ has approximately the same distribution as $\gamma_{i}$ (calculated in Appendix 4.7.B). (4.68) shows that $\psi \gg 1$ when $A$ is large. Then,

$$
\sqrt{\pi} \operatorname{erfc}(\psi) \approx \frac{e^{-\psi^{2}}}{\psi} \ll 2 \psi e^{-\psi^{2}}
$$

Thus, (4.68) can be approximated as

$$
\begin{aligned}
p\left(\gamma_{i} \mid \dot{r}=0, r \geq A\right) & \approx \frac{A^{3} \psi e^{-\psi^{2}} e^{A^{2} / 2 \sigma^{2}}}{2 \sqrt{2 \pi} \dot{\sigma} \sigma^{2} \psi^{3}} \\
& =\frac{\pi^{2} W^{2}}{3 \gamma_{i}^{2}+\pi^{2} W^{2}} \frac{\sqrt{6} A}{2 \pi \sqrt{\pi} W \sigma} \exp \left(-\frac{3 A^{2} \gamma_{i}^{2}}{2 \pi^{2} W^{2} \sigma^{2}}\right) \\
& \approx \frac{\sqrt{6} A}{2 \pi \sqrt{\pi} W \sigma} \exp \left(-\frac{3 A^{2} \gamma_{i}^{2}}{2 \pi^{2} W^{2} \sigma^{2}}\right),
\end{aligned}
$$

which is the same as $p\left(\eta_{k} \mid \dot{r} \geq 0, r=A\right)$. This approximation is valid when $3 \gamma_{i}^{2} \ll$ $\pi^{2} W^{2}$. On the other hand, when $3 \gamma_{i}^{2}$ is comparable to or larger than $\pi^{2} W^{2}$, both $p\left(\gamma_{i} \mid \dot{r}=0, r \geq A\right)$ and this approximation are virtually zero. Therefore, we may use this approximation for all $\gamma_{i}$.

Remark 4.8. By using the asymptotic expansion of erfc $(x)$ and $\mathrm{E}_{1}(x)$ [211], it is easy to verify that the moments of $\eta_{k}$ are approximately the same as those of $\gamma_{i}$ when $A$ is large. Intuitively, we can explain this fact by observing that $\eta_{k}$ is measured at the time that $r(t)$ up-crosses the level $A$, and $\gamma_{i}$ is measured at the time that $r(t)$ reaches its local peak after the up-crossing. Because these two time instances are very close when $A$ is large, the statistics of $\eta_{k}$ and $\gamma_{i}$ are the same.

### 4.8 The Execution Time of DIT Split-Radix $J N$ Point FFT with $N_{f}$ Nonzero Inputs and $N$ Desired Outputs

In this section, we analyze the execution time of calculating the $J N$-point FFT with $N_{f}$ nonzero inputs and $N$ desired outputs by using the DIT algorithm. The execution time is measured as the number of real multiplications. A complex multiplication is equivalent to three real multiplications [197], except one of the multipliers is 1 (no multiplication needed) or $(1+j) \frac{\sqrt{2}}{2}$ (two real multiplications).

Consider the DFT

$$
X_{k}=\sum_{n=0}^{J N-1} x_{n} e^{-j 2 \pi n k / J N}
$$

where $n=0, \ldots, J N-1$, and $k=0, \ldots, N / 2-1, J N-N / 2, \ldots, J N-1$ (which are the desired outputs of the DFT corresponding to the $N$ inband frequency-domain samples of the $N$-subcarrier OFDM system). The input $x_{n}$ has only $N_{f}$ nonzero
values randomly distributed on $n=0, \ldots, J N-1$. We assume that both $J$ and $N$ are the power of 2 .

Define $W_{J N}=e^{j 2 \pi / J N}$. By using the DIT decomposition, the split-radix FFT can be written as [197]

$$
\begin{align*}
X_{2 k} & =\sum_{n=0}^{J N / 2-1}\left(x_{n}+x_{n+J N / 2}\right) W_{J N}^{2 n k}  \tag{4.76}\\
X_{4 k+1} & =\sum_{n=0}^{J N / 4-1}\left(\left(x_{n}-x_{n+J N / 2}\right)-j\left(x_{n+J N / 4}-x_{n+3 J N / 4}\right)\right) W_{J N}^{n} W_{J N}^{4 n k} \\
X_{4 k+1} & =\sum_{n=0}^{J N / 4-1}\left(\left(x_{n}-x_{n+J N / 2}\right)+j\left(x_{n+J N / 4}-x_{n+3 J N / 4}\right)\right) W_{J N}^{3 n} W_{J N}^{4 n k} . \tag{4.77}
\end{align*}
$$

Eq. (4.76) is a ( $J N / 2$ )-point DFT with $N / 2$ desired outputs $\left(k=0, \ldots, \frac{N}{4}-1, \frac{J N}{2}-\right.$ $\left.\frac{N}{4}, \ldots, \frac{J N}{2}-1\right)$. The minimum number of nonzero inputs is $\min \left(N_{f} / 2, J N / 2\right)$, and the maximum number of nonzero inputs is $\min \left(N_{f}, J N / 2\right)$. Here, we assume the $x_{n}$ 's are distributed in a way such that all the DFT involved in the DIT decomposition have the maximum number of nonzero inputs, leading to the worst (i.e., the largest) execution time.

Eqs. (4.77) and (4.78) are two ( $J N / 4$ )-point DFT with $N / 4$ desired outputs $(k=0, \ldots, N / 8-1, J N / 4-N / 8, \ldots, J N / 4-1)$, and $\min \left(N_{f}, J N / 4\right)$ nonzero inputs. Calculating each input requires three real multiplications except for $n=0$ (no multiplication is needed) and $n=J N / 8$ (which requires two real multiplications). However, the 0 -th and ( $J N / 8$ )-th inputs may be zero unless $N_{f} \geq J N / 4$. Therefore, in view of the worst execution time, calculating (4.76) - (4.78) requires

$$
\begin{equation*}
\mathcal{M}_{J N}=\mathcal{M}_{J N / 2}+2 \mathcal{M}_{J N / 4}+\max \left(0, \min \left(6 N_{f}, 3 J N / 2-8\right)\right) \tag{4.79}
\end{equation*}
$$

real multiplications, where $\mathcal{M}_{J N}, \mathcal{M}_{J N / 2}$ and $\mathcal{M}_{J N / 4}$ are the number of real multiplications for calculating the $(J N)^{-},(J N / 2)$ - and ( $J N / 4$ )-point DFT, respectively.

The DIT decomposition continues until each (2J)-point DFT decomposes to one $J$-point DFT and two $(J / 2)$-point DFT. The $J$-point DFT has only one desired output at $k=0$. Therefore, its calculation needs no multiplications, i.e.,

$$
\begin{equation*}
\mathcal{M}_{J}=0 \tag{4.80}
\end{equation*}
$$

The ( $J / 2$ )-point DFT corresponding to (4.77) has no desired outputs and can be omitted. On the other hand, the $(J / 2)$-point DFT corresponding to (4.78) has one desired output at $k=J / 2-1$, and $\min \left(N_{f}, J / 2\right)$ nonzero inputs. By pre-computing and storing $W_{2 J}^{n+4 n k}$ and $W_{2 J}^{3 n+4 n k}(n=1, \ldots, J / 2-1$ and $k=J / 2-1),(4.78)$ requires $\max \left(0, \min \left(3 N_{f}, 3 J / 2-4\right)\right)$ real multiplications. Therefore,

$$
\begin{equation*}
\mathcal{M}_{2 J}=\max \left(0, \min \left(3 N_{f}, 3 J / 2-4\right)\right) \tag{4.81}
\end{equation*}
$$

Now, the execution time of calculating the $J N$-point FFT with $N_{f}$ nonzero inputs and $N$ desired outputs by using DIT can be found by recursively using (4.79) and applying the initial conditions (4.80) and (4.81).

From the above analysis, we see that the overall execution time is a function of $N_{f}$. If $N_{f}$ is a random variable, we may estimate the averaged FFT execution time by replacing $N_{f}$ in (4.79) and (4.81) by its mean $\bar{N}_{f}$.

## Chapter 5

## PAR Reduction with Discrete Solutions

This chapter focuses on discrete PAR-reduction techniques, which modify the phase and/or amplitude of the data symbols in a discrete manner to reduce the PAR. We first propose a method to eliminate the side information for the sign-selection technique. This method optimizes the signs of the data symbols to minimize the PAR. Then, we propose new probabilistic algorithms to find better suboptimal solutions for discrete PAR-reduction techniques. In this chapter, we use the zero-padding OFDM system where the carrier frequency is on the left end of the OFDM frequency band. The time-domain OFDM symbol $x(t)$ and its discrete-time samples $x_{n}$ may be written as

$$
\begin{equation*}
x(t)=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_{k} e^{j 2 \pi k t / T}, \quad 0 \leq t \leq T \tag{5.1}
\end{equation*}
$$

where $N$ data symbols $X_{k}$ form an OFDM block $\mathbf{X}=\left[X_{0}, \ldots, X_{N-1}\right], T$ is the OFDM symbol period, and

$$
\begin{equation*}
x_{n}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_{k} e^{j \frac{2 \pi}{J N} n k}, \quad n=0, \ldots, J N-1 \tag{5.2}
\end{equation*}
$$

where $J$ is the oversampling factor.

### 5.1 Characterization of Discrete Solutions

Discrete PAR-reduction techniques use a set of candidates to represent an OFDM block, and choose the one leading to the lowest PAR for transmission. In other
words, given an input OFDM block $\mathbf{X}$, we form a candidate set $\mathcal{X}_{k}$ for each data symbol $X_{k}, k=0, \ldots, N-1$; i.e.,

$$
\begin{equation*}
\mathcal{X}_{k}=\left\{X_{k, 0}, X_{k, 1}, \ldots, X_{k, I_{k}-1}\right\}, \quad k=0, \ldots, N-1 \tag{5.3}
\end{equation*}
$$

where $I_{k}$ is the size of $\mathcal{X}_{k}$, and $X_{k, i}$ is determined by $X_{k}$ and the predefined rules of the candidate set. For example, the multiple representation technique uses

$$
X_{k, i}=X_{k} e^{j \phi_{i}}, \quad i=0, \ldots, I-1,
$$

where $\phi_{i}$ 's are a set of predefined phases. The data symbols $\hat{X}_{k}$ of the transmitted OFDM block are chosen from $\mathcal{X}_{k}$ such that the PAR is minimized. Thus, the objective function of discrete PAR-reduction techniques can be written as

$$
\begin{align*}
& \min _{\hat{X}_{0}, \ldots, \hat{X}_{N-1}} \frac{\max \left|x_{n}\right|^{2}}{\mathrm{E}\left\{\left|x_{n}\right|^{2}\right\}},  \tag{5.4a}\\
& \quad \text { where } x_{n}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \hat{X}_{k} e^{\frac{j 2 \pi n k}{J N}}, \quad n=0, \ldots, N-1,  \tag{5.4b}\\
& \text { subject to } \hat{X}_{k} \in \mathcal{X}_{k}, \quad i=0, \ldots, N-1 . \tag{5.4c}
\end{align*}
$$

The denominator in (5.4a) may be omitted if the average power $\mathrm{E}\left\{\left|x_{n}\right|^{2}\right\}$ does not change with the choice of $X_{k}$. The search space of this optimization can be written as

$$
\Lambda=\prod_{k=0}^{N-1} I_{k}
$$

For example, the sign-selection technique optimizes the signs of the data symbols to minimize the PAR. That is,

$$
\begin{equation*}
\mathcal{X}_{k}=\left\{X_{k},-X_{k}\right\} . \tag{5.5}
\end{equation*}
$$

The PAR of an OFDM block $\mathbf{X}=\left\{X_{0}, \ldots, X_{N-1}\right\}$ is equal to the PAR of $-\mathbf{X}$. Therefore, we may always fix the sign of one data symbol, e.g., $X_{0}$, to be 1 . Thus, $\mathcal{X}_{0}=\left\{X_{0}\right\}, I_{0}=1$, and $I_{k}=2$ for $k \neq 0$, and the search space is $\Lambda=2^{N-1}$.

If the elements of $\mathcal{X}_{k}$ belong to the same constellation, the index of the selected candidate must be transmitted to the receiver as side information in order to correctly decode the data symbols. The uncoded side information requires

$$
B_{s}=\sum_{k=0}^{N-1} \log _{2} I_{k}(\mathrm{bits})
$$

For example, the side information of the sign-selection technique is $B_{s}=N-1$ bits.

### 5.2 PAR Reduction By Using Adaptive Mapping

The adaptive mapping technique for PAR reduction is based on the fact that, for an arbitrarily given signal constellation, some data sequences have a low PAR [1]. By using the adaptive mapping technique, an $M$-point signal constellation $\mathcal{Q}_{M}$ can be mapped to a $2 M$-point signal constellation $\mathcal{Q}_{2 M}$. In this case, each point in $\mathcal{Q}_{M}$ can be represented by either of the two corresponding points in $\mathcal{Q}_{2 M}$. That is, each OFDM subcarrier has two modulation choices. The extra freedom provided by this method allows each subcarrier modulation symbol to be carefully selected to reduce the PAR. On the other hand, in order to decode the received signal easily and reliably (such decoding is especially important for the mobile handset because of its low cost requirement), the mapping scheme has to be simple and revertible without any side information.

Given the above consideration, we propose an adaptive mapping technique that involves only sign-selection to map $\mathcal{Q}_{M}$ to $\mathcal{Q}_{2 M}$.

Let $q_{m}, m=1, \ldots, 2 M$, represent an arbitrary point in $\mathcal{Q}_{2 M}$. For any originsymmetrical signal constellation such as PSK or QAM,

$$
\begin{equation*}
q_{\langle m+M\rangle_{2 M}}=-q_{m} \in \mathcal{Q}_{2 M}, \tag{5.6}
\end{equation*}
$$

where $\langle\cdot\rangle_{2 M}$ represents modulo- $2 M$ operation. Then, $\mathcal{Q}_{2 M}$ is divided into two disjointed sets by choosing $M$ adjacent points $\left\{q_{m}, m=1, \ldots, M\right\}$ to form a subset $\mathcal{Q}_{2 M}^{(1)}$, and choosing the remaining $M$ adjacent points $\left\{q_{m+M}, m=1, \ldots, M\right\}=\left\{-q_{m}, m=\right.$ $1, \ldots, M\}$ to form another subset $\mathcal{Q}_{2 M}^{(2)}$.

Now, given an arbitrary point $\hat{q}_{m} \in \mathcal{Q}_{M}$, we can map it to either $q_{m} \in \mathcal{Q}_{2 M}^{(1)}$ or $-q_{m} \in \mathcal{Q}_{2 M}^{(2)}$. As an example, the mapping from QPSK to 8PSK is shown in Fig. 5.1, where 1 in QPSK is mapped to either -1 or 1 in 8 PSK, and -1 in QPSK is mapped to either $-j$ or $j$ in QPSK, and so on.

For any $q_{m} \in \mathcal{Q}_{2 M}^{(1)}(m=1, \ldots, M),-q_{m}$ is not a member of $\mathcal{Q}_{2 M}^{(1)}$. Therefore, the inverse mapping from $\mathcal{Q}_{2 M}^{(1)}$ (or $\mathcal{Q}_{2 M}^{(2)}$ ) to $\mathcal{Q}_{M}$ is unique, and no side information is needed for decoding.


Figure 5.1: QPSK mapping to 8PSK

With this mapping scheme, we first encode each $\log _{2} M$ input bits to a point in, say, $\mathcal{Q}_{2 M}^{(1)}$ to obtain $\mathbf{X}=\left[X_{0}, \ldots, X_{N-1}\right]$. We associate each $X_{k}$ with a sign-selection variable $s_{k}$. The original OFDM block $\mathbf{X}$ is thus replaced by

$$
\begin{equation*}
\hat{\mathbf{X}}=\left[s_{0} X_{0}, \ldots, s_{N-1} X_{N-1}\right] \tag{5.7}
\end{equation*}
$$

and the discrete-time transmit signal is given by

$$
\begin{equation*}
\hat{x}_{n}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} s_{k} X_{k} e^{j 2 \pi \frac{n k}{J N}}, \quad n=0, \ldots, J N-1 \tag{5.8}
\end{equation*}
$$

The choice of $s_{k}$ does not affect the average power of $\hat{x}_{n}$, which is the same as that of $x_{n}$. The PAR-reduction problem is therefore equivalent to minimizing the maximum peak of the amplitude of $\hat{x}_{n}$. Consequently, this problem is reformulated as

$$
\begin{equation*}
\min _{\mathbf{s}} \max _{n=0, \ldots, J N-1}\left|\sum_{k=0}^{N-1} s_{k} X_{k} e^{j 2 \pi \frac{n k}{J N}}\right|^{2} \tag{5.9}
\end{equation*}
$$

subject to: $\mathbf{s} \in\{1,-1\}^{N}$,
where $\mathbf{s}=\left[s_{0}, \ldots, s_{N-1}\right]$, and $\{1,-1\}^{N}$ is the set of $N$-dimensional binary vectors. For any sign sequence $\mathbf{s}$, a sign sequence $-\mathbf{s}$ always exists that leads to the same PAR. Therefore, we can always let $s_{0} \equiv 1$. The redundancy introduced by this technique is $1 / \log _{2}(2 M)=1 /\left(1+\log _{2} M\right)$. By using a large constellation, we can keep the redundancy small (e.g., $16.67 \%$ for $M=32$ ).

The adaptive mapping technique proposed above can significantly reduce the PAR. For example, the PAR distribution for a 16 -subcarrier OFDM system $(N=16)$ with a

Binary Phase Shift Keying (BPSK) input $(M=2)$ is investigated. The total number of possible input OFDM blocks is $2^{16}=65536$. After mapping BPSK to QPSK by using the adaptive mapping technique, the search space of each input OFDM block is $2^{15}=32768$. Fig. 5.2 shows the PAR distribution of ordinary BPSK OFDM blocks and that of the optimum adaptively-mapped QPSK OFDM blocks found by using the exhaustive search. For ordinary BPSK OFDM blocks, the PAR is 11 dB at a clip probability of $10^{-4}$, and the worst PAR is $10 \log _{10} N=12.04 \mathrm{~dB}$. However, after adaptive mapping, the optimized QPSK OFDM blocks has the worst PAR of only 3.5 dB (with a clip probability of $1.22 \times 10^{-4}$ ). Therefore, the adaptive mapping technique can reduce the PAR significantly.

Finding the optimal sign sequence for each OFDM block requires an exhaustive search among all $2^{N-1}$ possible choices, where testing each choice requires an IFFT operation. Thus, the complexity of the exhaustive search is a exponential function of the number of subcarriers, making an exhaustive search impractical when $N$ is large. For example, $2^{127} \approx 1.7 \times 10^{38}$ IFFTs are required when $N=128$. Many algorithms have been proposed in the literature to find the suboptimal solutions of the discrete optimization problem (5.9). Generally, the execution time of finding a nearly optimal solution of (5.9) may be prohibitively high. For example, to limit the PAR of a 128-subcarrier 16QAM-modulated OFDM system to no larger than 6 dB at a clip probability of $10^{-4}$, SLM requires an average of 556 IFFTs, and 7425 IFFTs in the worst case of our simulation, where $10^{5}$ OFDM blocks are tested.

The existing algorithms can be divided into two groups: (1) Algorithms with lowcomplexity , e.g., SLM and PTS [13,113], which, however, obtain only moderate PAR reduction; and (2) algorithms with near-optimal solutions, e.g., the derandomization method [22], which have relatively high complexity $\left(\mathcal{O}\left(N^{2}\right)\right)$ but may serve as the foundation of future fast algorithms.

In the rest of this chapter, we propose several suboptimal algorithms to solve (5.9). These algorithms belong to the second group for solving (5.9), i.e., for finding a near-optimal solution. These algorithms also offer a flexible tradeoff between PAR reduction and execution time. Our simulations show that, for the same level of PAR reduction, our algorithms require less execution time than the SLM and derandomization methods. In the last section of this chapter, two fast algorithms are proposed,


Figure 5.2: PAR for uncoded BPSK symbol sequences and for adaptive-mapping coded symbol sequences, where $N=16, M=2$.
which reduce the PAR of a 128 -subcarrier OFDM system to about 6 dB at a clip probability of $10^{-4}$ with only 16 IFFTs.

### 5.3 Probabilistic Solutions

### 5.3.1 Random Selection Method

The first method is based on the random selection of $\mathbf{s}$. We first randomly select $K$ sign sequences $\mathbf{s}^{(1)}, \mathbf{s}^{(2)}, \ldots, \mathbf{s}^{(K)}$. For each OFDM block $\mathbf{X}$, the maximum instantaneous power (or PAR) of each $\mathbf{s}^{(l)} \odot \mathbf{X}=\left[s_{0}^{(l)} X_{0}, \ldots, s_{N-1}^{(l)} X_{N-1}\right]$, where $l=1, \ldots, K$ and $\odot$ represents element-wise multiplication, is calculated. The one with the lowest maximum instantaneous power is then selected for transmission. The search space is $2^{K}$. A tradeoff between $K$ and the PAR requirement can be made.

In (5.9), $\mathbf{X}$ comes from half of the $(2 M)$-ary constellation. By using the random selected sign sequence $\mathbf{s}$, the adaptively mapped OFDM block becomes a sequence coming from the $(2 M)$-ary constellation $\mathcal{Q}_{2 M}$. Therefore, this method is equivalent to
randomly selecting a sequence from $\mathcal{Q}_{2 M}$. Because the PAR distribution of $\mathcal{Q}_{2 M}$ symbol sequences is exponentially distributed, this method can achieve only a moderate PAR reduction for a moderate $K$.

### 5.3.2 Modified PTS Algorithms

The PTS technique [13] partitions the input sequence into several subgroups, called partial transmit sequences. A sign sequence, where each element corresponds to the sign for each subgroup, is used to obtain a suboptimal solution. Several algorithms for the PTS technique have been proposed in the literature [28]. With some modifications, these algorithms can also be used here.

As mentioned above, $\mathbf{X}$ comes from $\mathcal{Q}_{2 M}^{(1)}$, which is a non-origin-symmetrical constellation. This fact implies that its PAR distribution is much higher than that of $\mathcal{Q}_{2 M}$, an origin-symmetrical constellation (see Fig. 5.3). Therefore, directly applying a PTS algorithm to $\mathbf{X}$ would not achieve a significant PAR reduction compared to applying it to the original $M$-ary constellation symbol sequences.

Because PTS algorithms work well for origin-symmetrical constellation symbol sequences, the modification is simple. First, randomly generate an initial sign sequence, denoted as $\mathbf{s}_{\mathrm{ini}}$, such that $\mathbf{X}$ is mapped to a $\mathcal{Q}_{2 M}$ symbol sequence $\mathbf{X}_{\mathrm{ini}}=\mathbf{s}_{\mathrm{ini}} \odot \mathbf{X}$. Then, PTS algorithms can be used on $\mathbf{X}_{\text {ini }}$ to reduce its PAR.

As an example, Fig. 5.3 illustrates the PAR distribution for (1) original $\mathcal{Q}_{2 M}^{(1)}$ symbol sequences $(--)$, (2) original $\mathcal{Q}_{2 M}$ symbol sequences $(-)$, (3) $\mathcal{Q}_{2 M}^{(1)}$ symbol sequences with PTS $(-\cdot)$, and (4) $\mathcal{Q}_{2 M}$ symbol sequences with PTS $(\cdots)$. Here, an OFDM system of $N=64$ subcarriers and $8 \operatorname{PSK}(M=8)$ data input is used. When PTS is used, each OFDM block is partitioned into four subgroups. The PAR for $\mathcal{Q}_{2 M}^{(1)}$ symbol sequences is quite high no matter if the PTS technique is used or not. On the other hand, with the use of the initial sign sequence $\mathbf{s}_{\mathrm{ini}}$, the PAR can be significantly lowered.

### 5.3.3 Recursive Partial Sequence Method

This method is based on the recursive optimization of the partial symbol sequence. Given a OFDM block $\mathbf{X}$ (from $\mathcal{Q}_{2 M}^{(1)}$ ), one can partition it into $L_{g}$ sub-blocks with


Figure 5.3: PAR CCDF for (1) original $\mathcal{Q}_{2 M}^{(1)}$ symbol sequences ( -- ), (2) original $\mathcal{Q}_{2 M}$ symbol sequences $(-),(3) \mathcal{Q}_{2 M}^{(1)}$ symbol sequences with PTS $(-\cdot)$, and (4) $\mathcal{Q}_{2 M}$ symbol sequences with PTS $(\cdots)$, where $N=64, M=8$, and each OFDM block is partitioned into four subgroups when using PTS.
each sub-block containing $K=N / L_{g}$ symbols:

$$
\begin{equation*}
\mathbf{X}=\left[\mathbf{X}_{0}, \ldots, \mathbf{X}_{L_{g}-1}\right] . \tag{5.10}
\end{equation*}
$$

Similarly, s can also be partitioned into $L_{g}$ sub-blocks:

$$
\begin{equation*}
\mathbf{s}=\left[s_{0}, \ldots, s_{N-1}\right]=\left[\mathbf{s}_{0}, \ldots, \mathbf{s}_{L_{g}-1}\right] \tag{5.11}
\end{equation*}
$$

Let $\mathcal{S}_{k}$ denote the symbol index set of the sub-block $\mathbf{X}_{k}$ or $\mathbf{s}_{k}$. Then $\mathcal{S}_{k}$ satisfies the following relationships:

$$
\begin{gather*}
\mathcal{S}_{k} \cap \mathcal{S}_{l}=\oslash, \quad k \neq l, k, l=0, \ldots, L_{g}-1,  \tag{5.12}\\
\bigcup_{k=1}^{L_{g}} \mathcal{S}_{k}=\{1, \ldots, N-1\}, \tag{5.13}
\end{gather*}
$$

where $\oslash$ represents the empty set. Similar to the partitioning with the PTS technique, adjacent, interleaved, and pseudo random sub-block partitioning can be used. Here,
we use adjacent partitioning. Therefore,

$$
\begin{equation*}
\mathcal{S}_{k}=\left\{\frac{k N}{L_{g}}, \frac{k N}{L_{g}}+1, \ldots, \frac{(k+1) N}{L_{g}}-1\right\}, \quad k=0, \ldots, L_{g}-1 \tag{5.14}
\end{equation*}
$$

Now, let us form a partial symbol sequence $\tilde{\mathbf{X}}=\mathbf{X}_{0}$ and a corresponding sign sequence $\tilde{\mathbf{s}}=\mathbf{s}_{0}$. Then, the optimal $\mathbf{s}_{0}$, denoted as $\mathbf{s}_{0}{ }^{(\mathrm{opt})}$, can be found by minimizing the $\operatorname{PAR}$ of $\tilde{\mathbf{s}} \odot \tilde{\mathbf{X}}$. Then, $\tilde{\mathbf{X}}$ and $\tilde{\mathbf{s}}$ are updated such that $\tilde{\mathbf{X}}=\left[\mathbf{X}_{0}, \mathbf{X}_{1}\right]$, and $\tilde{\mathbf{s}}=\left[\mathbf{s}_{0}^{(\text {opt })}, \mathbf{s}_{1}\right]$, respectively. Similarly, $\mathbf{s}_{1}^{(\mathrm{opt})}$ can be found by minimizing the PAR of the updated $\tilde{\mathbf{s}} \odot \tilde{\mathbf{X}}$. This procedure is repeated until $\mathbf{s}_{L_{g}-1}^{(\mathrm{opt})}$ is found. Generally, this method can be written as [212]

$$
\begin{align*}
& \text { FOR } \quad k=0 \quad \text { TO } \quad L_{g}-1 \\
& \qquad \tilde{\mathbf{X}}=\left[\begin{array}{ll}
\left.\mathbf{X}_{0}, \ldots, \mathbf{X}_{k}\right], \quad \tilde{\mathbf{s}}=\left[\mathbf{s}_{0}, \ldots, \mathbf{s}_{k}\right]
\end{array}\right. \\
& \quad \mathbf{s}_{k}^{\text {(opt) }}=\arg \min _{\mathbf{s}_{k}}(\mathrm{PAR} \text { of } \tilde{\mathbf{s}} \odot \tilde{\mathbf{X}})  \tag{5.15}\\
& \text { END FOR }
\end{align*}
$$

When using this method, a search for $2^{K}$ possible choices is required in each iteration. That is, $2^{K}$ (partial) IFFTs are required in each iteration except the first iteration, where $2^{K-1}$ IFFTs are required because $s_{0} \equiv 1$. Therefore, the total number of IFFTs is

$$
\text { Number of IFFTs }= \begin{cases}2(N-1), & K=1  \tag{5.16}\\ \frac{N}{K} 2^{K}-2^{K-1}, & \text { otherwise }\end{cases}
$$

As an example, Table 5.1 lists the total numbers of IFFTs for different $K$. Compared to the complete search ( $2^{N-1}$ IFFTs), the proposed method significantly reduces the complexity. Moreover, because most IFFTs involved in this method are partial IFFTs (i.e., most inputs of the IFFT are zeros), the execution time can be further reduced by using fast IFFT algorithms exploiting this fact.

### 5.3.4 Simulation Results

In this section, numerical simulations are performed for an OFDM system with 256 subcarriers. $10^{5}$ 8PSK $(M=8)$ input OFDM blocks are generated and then are mapped to 16PSK blocks by using adaptive mapping. We compare the PAR reduction performance of the recursive partial sequence method with that of PTS. When using the recursive partial sequence method, we consider three cases where the sub-block

Table 5.1: The total numbers of IFFTs for different $K$

| $K$ | Number of IFFT |
| :--- | :--- |
| 1 | $2 N-2$ |
| 2 | $2 N-2$ |
| 4 | $4 N-8$ |
| 8 | $32 N-128$ |



Figure 5.4: PAR comparison, where $N=256, M=8$.
length $K=1,2,4$, respectively. When using PTS, the number of sub-blocks is $L=11$.

Fig. 5.4 shows the PAR distribution for both methods. It is clear that the recursive partial sequence method can significantly reduce the PAR. When $K=1$, the recursive partial sequence method obtains a 4.8 dB PAR reduction at a clip probability of $10^{-4}$. When $K=2$, the PAR-reduction performance is improved by 0.3 dB . From Table 5.1, the execution time of $K=1$ and $K=2$ is the same. Therefore, $K=2$ is a better choice in practical situations. By increasing the execution time, the recursive partial
sequence method can obtain about a 5.5 dB PAR reduction for $K=4$, whereas 1016 (partial) IFFTs are required to find the (sub)optimal sign sequences.

The performance of the proposed technique is better than that of PTS. In our simulations, the total number of IFFTs required for PTS is $2^{R-1}=1024$, which is roughly the same as that for recursive partial sequence method with $K=4$. However, the PAR reduction of PTS is about 7.4 dB at a clip probability of $10^{-4}$, which is about 0.5 dB worse than that of the recursive partial sequence method with $K=2$ and about 0.9 dB worse than that of the recursive partial sequence method with $K=4$.

### 5.4 Cross-Entropy Method for PAR Reduction

Stochastic search and optimization techniques [21] can be used to find good suboptimal solutions of the discrete optimization problem (5.9), which is copied to here for the ease of reference:

$$
\begin{align*}
& \min _{\mathbf{s}} \mathbb{L}(\mathbf{s})  \tag{5.17}\\
& \text { subject to: } \mathbf{s} \in\{1,-1\}^{N},
\end{align*}
$$

where $\mathbf{s}=\left[s_{0}, \ldots, s_{N-1}\right]$, and

$$
\begin{equation*}
\mathrm{L}(\mathbf{s})=\max _{n=0, \ldots, J N-1}\left|\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} s_{k} X_{k} e^{\frac{j 2 \pi n k}{J N}}\right|^{2} . \tag{5.18}
\end{equation*}
$$

When we consider $\mathbf{s}$ as a random vector, $\mathbb{L}(\mathbf{s})$ is thus an event in the $N$-dimensional space $\{1,-1\}^{N}$. Because the occurrence of the optimal solution $\mathbf{s}^{(\mathrm{opt})}$ has a very small probability, $\mathbb{L}\left(\mathbf{s}^{(\mathrm{opt})}\right)$ is a rare event. The random selection method described in the previous section belongs to the crude Monte-Carlo method [21], where the suboptimal $\mathbf{s}$ is found from a set of random samples $\mathbf{s}_{1}, \ldots, \mathbf{s}_{n}$ drawn from a (usually arbitrarily defined) distribution of $\mathbf{s}$. Other methods, e.g., simulated annealing [213-216], Tabu search [217-220], and genetic algorithms [221-224], can also be used to obtain better solutions than those obtained by using the crude Monte-Carlo method.

The CE method is an iterative procedure for combinatorial optimization [225229]. Each iteration involves generating a random sample according to a probability distribution and then updating the parameters of the probability distribution in order to produce better samples in the next iteration [227]. In this section, we develop two CE-based PAR-reduction algorithms [230, 231]. Near-optimal solutions are obtained by simultaneously modifying the probabilities of the signs of all subcarriers via the CE method. In contrast, the derandomization method [22,23] modifies the signs one-by-one. With a fixed number of iterations, our algorithms obtain the same PAR reduction with an $\mathcal{O}(N \log N)$ complexity. They also offer a flexible tradeoff between PAR reduction and execution time. The simulations show that, for the same level of PAR reduction, our algorithms requires less execution time than the SLM [13, 122] and derandomization methods. To the best of our knowledge, our work is the first application of the CE method to PAR reduction.

### 5.4.1 The CE Method

Let $f(\mathbf{x} ; \mathbf{u})$ be the probability density function (pdf) of a random vector $\mathbf{X}$ with a set of parameters $\mathbf{u}$; and $\mathbb{L}(\mathbf{X})$ represents a real-valued cost function of $\mathbf{X}$. Also, let the optimization problem be

$$
\begin{equation*}
\max _{\mathbf{X}} \mathbb{L}(\mathbf{X}) . \tag{5.19}
\end{equation*}
$$

The CE method for finding the optimal solution $\mathbf{X}^{(\mathrm{opt})}$ involves two phases [225-227]:

1. Randomly generating a set of samples $\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}$ with respect to a pdf $f(\mathbf{x} ; \mathbf{u})$, where $\mathbf{u}$ is the parameter vector to be optimized.
2. Optimizing $\mathbf{u}$ based on $\mathbb{L}\left(\mathbf{X}_{1}\right), \ldots, \mathbb{L}\left(\mathbf{X}_{n}\right)$ and updating $f(\mathbf{x} ; \mathbf{u})$ in order to produce "better" samples in the next iteration.

The optimization of $\mathbf{u}$ is to produce an optimal $\operatorname{pdf} f\left(\mathbf{x} ; \mathbf{u}^{(\text {opt })}\right)$ such that $\mathbf{X}^{(\text {opt })}$ occurs with large probability (this is the basic idea of importance sampling [232-235]). Fig. 5.5 shows that, if we use the Monte-Carlo method to generate a set of $n$ samples $\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}$ according to a pdf $f(\mathbf{x})$, most of these samples occur at the places where $f(\mathbf{x})$ is large. Because $\mathbf{X}^{(\mathrm{opt})}$ is a rare event, its occurrence generally requires a large $n$. The ideal pdf that generates $\mathbf{X}^{(\text {opt })}$ with only one sample is

$$
f^{(\mathrm{opt})}(\mathbf{x})= \begin{cases}1, & \mathbf{X}=\mathbf{X}^{(\mathrm{opt})} \\ 0, & \text { otherwise }\end{cases}
$$

However, $f^{(\mathrm{opt})}(\mathbf{x})$ is not feasible because $\mathbf{X}^{(\mathrm{opt})}$ is unknown. On the other hand, if $f(\mathbf{x})$ can be controlled by a parameter $\mathbf{u}$ such that $f\left(\mathbf{x} ; \mathbf{u}_{1}\right)$ and $f\left(\mathbf{x} ; \mathbf{u}_{2}\right)$ have a similar "shape" but the different "positions" of maxima, we can "shift" $f(\mathbf{x} ; \mathbf{u})$ such that its maximum value is in the neighborhood of $\mathbf{X}^{(\mathrm{opt})}$. Then, we need only a small number of samples to generate $\mathbf{X}^{(\mathrm{opt})}$.

The CE method associates the optimization problem with a probability estimation problem. By using the Monte-Carlo method, the probability that $\mathbb{L}(\mathbf{X})$ is greater than or equal to a threshold $\gamma$ may be estimated as

$$
\begin{align*}
l & =P_{f}(\mathbb{L}(\mathbf{X}) \geq \gamma)=E_{f}\left[I_{\{\mathbb{L}(\mathbf{X}) \geq \gamma\}}\right]=\int I_{\{\mathrm{L}(\mathbf{x}) \geq \gamma\}} f(\mathbf{x} ; \mathbf{u}) d \mathbf{x} \\
& \approx \frac{1}{n} \sum_{i=1}^{n} I_{\left\{\mathbb{L}\left(\mathbf{X}_{i}\right) \geq \gamma\right\}}, \tag{5.20}
\end{align*}
$$



Figure 5.5: Basic idea of the CE method.
where the subscript $f$ means that $\mathbf{X}$ is distributed with respect to the pdf $f$, and

$$
I_{\{\mathrm{L}(\mathbf{X}) \geq \gamma\}}= \begin{cases}1, & \text { when } \mathbb{L}(\mathbf{X}) \geq \gamma  \tag{5.21}\\ 0, & \text { otherwise }\end{cases}
$$

is the indicator function.
When $\mathbb{L}\left(\mathbf{X}_{i}\right) \geq \gamma$ is rare, estimating $l$ requires a large $n$ such that $\mathbb{L}\left(\mathbf{X}_{i}\right) \geq \gamma$ happens often. We use importance sampling to reduce $n$. That is, we find another pdf $g$ for generating $\mathbf{X}$ such that $\mathbb{L}\left(\mathbf{X}_{i}\right) \geq \gamma$ occurs more often. By using $g$, (5.20) can be rewritten as

$$
\begin{align*}
l & =\int I_{\{\mathrm{L}(\mathbf{x}) \geq \gamma\}} \frac{f(\mathbf{x} ; \mathbf{u})}{g(\mathbf{x})} g(\mathbf{x}) d \mathbf{x}=E_{g}\left[I_{\{\mathrm{L}(\mathbf{X}) \geq \gamma\}} \frac{f(\mathbf{X} ; \mathbf{u})}{g(\mathbf{X})}\right] \\
& \approx \frac{1}{n} \sum_{i=1}^{n} I_{\left\{\mathrm{L}\left(\mathbf{X}_{i}\right) \geq \gamma\right\}} \frac{f\left(\mathbf{X}_{i} ; \mathbf{u}\right)}{g\left(\mathbf{X}_{i}\right)} \tag{5.22}
\end{align*}
$$

where $\mathbf{X}_{i}$ are generated with respect to the pdf $g$.
The optimal $g$ can be obtained by minimizing the variance of $l$, which is

$$
\begin{equation*}
g^{(\mathrm{opt})}(\mathbf{x})=\frac{I_{\left\{\mathbb{L}\left(\mathbf{x}_{i}\right) \geq \gamma\right\}} f(\mathbf{x} ; \mathbf{u})}{l} . \tag{5.23}
\end{equation*}
$$

However, because (5.23) requires knowledge of $l, g^{(\mathrm{opt})}$ cannot be obtained a priori. The CE method approximates $g^{(\mathrm{opt})}$ with a pdf function $f(\mathbf{x} ; \mathbf{v})$, which belongs to the same class of $f(\mathbf{x} ; \mathbf{u})$ but with a different set of parameters. The optimal parameters $\mathbf{v}$ can be found by minimizing the cross entropy (or Kullback-Leibler distance) between
$g^{(\mathrm{opt})}(\mathbf{x})$ and $f(\mathbf{x} ; \mathbf{v})$ as

$$
\begin{equation*}
\min _{\mathbf{v}} D\left(g^{(\mathrm{opt})}(\mathbf{x}), f(\mathbf{x} ; \mathbf{v})\right) \tag{5.24}
\end{equation*}
$$

where

$$
\begin{equation*}
D\left(g^{(\mathrm{opt})}(\mathbf{x}), f(\mathbf{x} ; \mathbf{v})\right)=E_{g(\mathrm{opt})}\left[\ln \frac{g^{(\mathrm{opt})}(\mathbf{x})}{f(\mathbf{x} ; \mathbf{v})}\right] \tag{5.25}
\end{equation*}
$$

which is equivalent to

$$
\begin{align*}
\max _{\mathbf{v}} D(\mathbf{v}) & =\max _{\mathbf{v}} E_{\mathbf{u}}\left[I_{\{\mathbb{L}(\mathbf{X}) \geq \gamma\}} \ln f(\mathbf{X} ; \mathbf{v})\right] \\
& =\max _{\mathbf{v}} E_{\mathbf{w}}\left[I_{\{\mathbb{L}(\mathbf{X}) \geq \gamma\}} W(\mathbf{X} ; \mathbf{u}, \mathbf{v}) \ln f(\mathbf{X} ; \mathbf{v})\right] \tag{5.26}
\end{align*}
$$

where

$$
W(\mathbf{X} ; \mathbf{u}, \mathbf{v})=\frac{f(\mathbf{X} ; \mathbf{u})}{f(\mathbf{X} ; \mathbf{w})}
$$

The optimal solution $\mathbf{v}^{(\mathrm{opt})}$ can be found by solving

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} I_{\left\{\mathrm{L}\left(\mathbf{X}_{i}\right) \geq \gamma\right\}} W\left(\mathbf{X}_{i} ; \mathbf{u}, \mathbf{w}\right) \nabla \ln f\left(\mathbf{X}_{i} ; \mathbf{v}\right)=\mathbf{0} \tag{5.27}
\end{equation*}
$$

with respect to $\mathbf{v}$. When $\mathbf{v}^{(\mathrm{opt})}$ is found, a sample vector $\mathbf{X}^{(\mathrm{opt})}$ can be easily generated such that $\mathbb{L}\left(\mathbf{X}^{(o p t)}\right) \geq \gamma$.

To ensure the efficiency of the Monte-Carlo simulation, $\gamma$ has to be relatively small such that the probability of $\mathbb{L}\left(\mathbf{X}^{(o p t)}\right) \geq \gamma$ is not too small. On the other hand, one can predefine a relatively large probability and use it to find the corresponding $\gamma$. After finding $\mathbf{v}^{(\mathrm{opt})}$ by using this $\gamma$, this procedure can be repeated to find a larger $\gamma$. The maximum $\gamma$ and the corresponding $\mathbf{v}^{(\mathrm{opt})}$ are then obtained when this procedure converges. At this time, the optimal $\mathbf{X}$ can be generated by using $f\left(\mathbf{x} ; \mathbf{v}^{(\mathrm{opt})}\right)$. The CE algorithm is summarized as follows:

1. Generate $n$ samples $\mathbf{X}_{i}$ with respect to the pdf $f(\mathbf{x} ; \mathbf{u})$; then by using these samples, find $\gamma$ such that $l \geq \rho$, where $\rho$ is a relatively large probability (e.g., $\rho=0.1$ ),
2. Let $W \equiv 1$; find an optimal $\mathbf{v}_{1}$ by using (5.27) and $\gamma$,
3. Replace $\mathbf{u}$ with $\mathbf{v}_{1}$, and repeat this procedure until some stop criteria are met.

### 5.4.2 The CE Sign-Selection (CESS) Algorithm for PAR Reduction

Now consider the discrete PAR-reduction problem (5.17), where the cost function $\mathrm{L}(\mathbf{s})$ that we want to minimize is defined in (5.18). Let $\mathbf{s}=1-2 \mathbf{d}$; i.e., we generate the sign sequence $\mathbf{s} \in\{+1,-1\}^{N}$ from a binary vector $\mathbf{d} \in\{0,1\}^{N}$. Then, the cost function is

$$
\begin{equation*}
\mathbb{L}(\mathbf{d})=\max _{n=0, \ldots, J N-1}\left|\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1}\left(1-2 d_{k}\right) X_{k} e^{\frac{i 2 \pi n k}{J N}}\right|^{2} . \tag{5.28}
\end{equation*}
$$

Each element of $\mathbf{d}$ is modeled as an independent Bernoulli random variable with the probability distribution $P\left(d_{k}=1\right)=1-P\left(d_{k}=0\right)=p_{k}, k=0, \ldots, N-1$. The probability distribution is

$$
\begin{equation*}
f(\mathbf{d} ; \mathbf{p})=\prod_{k=0}^{N-1} p_{k}^{d_{k}}\left(1-p_{k}\right)^{1-d_{k}} \tag{5.29}
\end{equation*}
$$

The CE method optimizes $\mathbf{p}=\left[p_{0}, p_{1}, \ldots, p_{N-1}\right]$, which will generate a nearly optimal solution $\mathbf{d}^{*}$ that leads to a low PAR.

However, $\mathbf{d}^{*}$ occurs with a very small probability. Estimating this probability by using the Monte-Carlo method requires a large number of samples of d. Instead, the CE method estimates a relatively large probability $\operatorname{Pr}[L(\mathbf{d}) \leq \gamma]$, where $\gamma$ is a relatively large threshold. Fewer samples are required to estimate this probability. The probability vector $\mathbf{p}$ is updated so that most samples generated by $f(\mathbf{d} ; \mathbf{p})$ satisfy $L(\mathbf{d}) \leq \gamma$. The likelihood of $\mathbf{d}^{*}$ appearing among these samples is increased. If we iteratively let $\gamma \rightarrow 0, f(\mathbf{d} ; \mathbf{p})$ converges to an optimum $\operatorname{pdf} f\left(\mathbf{d} ; \mathbf{p}^{*}\right)$ that generates $\mathbf{d}^{*}$ with a minimum number of samples, and $\gamma$ converges to $L\left(\mathbf{d}^{*}\right)$. In each iteration, $\mathbf{p}^{*}$ can be analytically found by solving [227]

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} I_{\left\{\mathbb{L}\left(\mathbf{d}_{i}\right) \leq \gamma\right\}} \nabla \ln f\left(\mathbf{d}_{i} ; \mathbf{p}\right)=\mathbf{0} \tag{5.30}
\end{equation*}
$$

where $\nabla x$ denotes the partial derivative of $x$ with respect to $p_{k}$,

$$
I_{\left\{\mathrm{L}\left(\mathbf{d}_{i}\right) \leq \gamma\right\}}= \begin{cases}1, & \mathbb{L}\left(\mathbf{d}_{i}\right) \leq \gamma \\ 0, & \text { otherwise }\end{cases}
$$

and $\mathbf{d}_{i}$ are generated by using $f(\mathbf{d} ; \mathbf{p})$.

The partial derivative of (5.29) is given by

$$
\begin{equation*}
\frac{\partial \ln f(\mathbf{d} ; \mathbf{p})}{\partial p_{k}}=\frac{d_{k}}{p_{k}}-\frac{1-d_{k}}{1-p_{k}}, \tag{5.31}
\end{equation*}
$$

where $d_{k}$ is the $k$-th element of $\mathbf{d}$. By substituting (5.31) into (5.30), the optimal $p_{k}$ can be found as [227]

$$
\begin{equation*}
p_{k}^{(\mathrm{opt})}=\frac{\sum_{i=1}^{n} I_{\left\{\mathrm{L}\left(\mathbf{d}_{i}\right) \leq \gamma\right\}} d_{i k}}{\sum_{i=1}^{n} I_{\left\{\mathrm{L}\left(\mathbf{d}_{i}\right) \leq \gamma\right\}}} \tag{5.32}
\end{equation*}
$$

for a given $\gamma$, where $d_{i k}$ is the $k$-th element of $\mathbf{d}_{i}$.
Our sign-selection algorithm can thus be summarized as follows [230, 231]: Algorithm 5.1 (CESS).

1. Let $p_{0} \equiv 1$, and $p_{k}=0.5$ for $k=1, \ldots, N-1$. Let $\rho=0.1$. Define $n_{s}=\lceil\rho n\rceil$, where $\lceil a\rceil$ represents the smallest integer that is greater than or equal to $a$.
2. Generate $n$ samples of $\mathbf{d}_{i}$ with respect to $\mathbf{p}$, and calculate their PAR, i.e., $\mathbb{L}\left(\mathbf{d}_{i}\right)$.
3. Sort these samples in ascending order according to $\mathbb{L}\left(\mathbf{d}_{i}\right)$. Denote the obtained PAR value sequence as $\left[\mathbb{L}_{0}, \ldots, \mathbb{L}_{n-1}\right]$.
4. Find $\gamma$ as $\gamma=\mathbb{L}_{n_{s}}$, and update $\mathbf{p}$ by using (5.32).
5. If $0<p_{k}<1$ for some $k$, go to step 2 , and repeat this procedure by using the updated $p_{k}$.
6. Otherwise, output the optimal sign sequence $\mathrm{as}^{1} \mathbf{s}^{(\mathrm{opt})}=1-2 \mathbf{p}$.

The optimization will converge to $p_{k}=0$ or 1 for all $k$ [229]. Alternatively, we may also stop the optimization after $K$ iterations, and select the sample with the lowest PAR for transmission.

Remark 5.1. The convergence can be speeded up by considering that, if $p_{k}>1-1 / n$ (or $p_{k}<1 / n$ ), $p_{k}$ will be 1 (or 0 ) in all $n$ samples with high probability. However, both the numerator and the denominator in (5.32) are integers, and the denominator

[^15]is in the range ${ }^{2}$ between $n_{s}$ to $n$. Moreover, by observing the transition of $p_{k}$, we can see that most probably, $p_{k}$ will eventually reach 1 when $p_{k}$ is larger than a threshold in some stage. Therefore, we can define a threshold $p_{\mathrm{th}}$ in the range between $1 / n_{s}$ and $1 / n$ or larger (e.g. 0.2 for $n_{s}=7$ ). In each iteration after updating $\mathbf{p}$ using (5.32), we let
\[

p_{k}=\left\{$$
\begin{array}{l}
1, \quad \text { when } p_{k}>1-p_{\mathrm{th}} \\
0, \quad \text { when } p_{k}<p_{\mathrm{th}} \\
\text { No change }, \quad \text { otherwise }
\end{array}
$$\right.
\]

Remark 5.2. We further exploit the Tabu search [217-220] to reduce the execution time. At the last several iterations where most $p_{k}$ are 1 or 0 , the $n$ samples contain many duplicated samples. Therefore, when a sample is generated, it may be with previously generated samples. If it has been previously generated, its PAR needs not be computed again. Because a list containing the samples of $\mathbf{d}$ and their PAR is also required in (5.32), we utilize this list for comparisons. Our simulation results show that about $15 \%$ of IFFTs can be saved.

### 5.4.3 Modified CE Sign-Selection Algorithm with Threshold

Now, we propose a Modified CE Sign-Selection Algorithm with Threshold (MCESST). This algorithm stops the optimization when the PAR of an OFDM signal is reduced to within the amplifier's linear range. Based on the Full Adaptive CE method (FACE) [227, 228], MCESST uses "elite" samples to adaptively adjust $\rho$. That is, instead of using $\rho$, we define the number of "elite" samples, $n_{\mathrm{e}}$. After generating $n$ samples $\mathbf{d}_{1}$, $\ldots, \mathbf{d}_{n}$ and sorting the corresponding $L\left(\mathbf{d}_{i}\right)$ in ascending order (denoting as $L_{1}, \ldots, L_{n}$ ), we can find a threshold $\gamma$ such that $\gamma=L_{n_{e}}$. Then

$$
\begin{equation*}
\rho=P(\mathbb{L}(\mathbf{d}) \leq \gamma) \approx \hat{\rho} \tag{5.33}
\end{equation*}
$$

where $\hat{\rho}=n_{\mathrm{e}} / n$. Based on the Central Limit theorem, $\hat{\rho}$ is a Gaussian random variable with mean $\rho$. Its variance decreases to 0 when $n$ goes to $\infty$.

We can also rewrite (5.33) as

$$
\begin{equation*}
P(\mathbb{L}(\mathbf{d}) \leq \hat{\gamma}) \approx \frac{n_{\mathrm{e}}}{n} \tag{5.34}
\end{equation*}
$$

[^16]where $\hat{\gamma}$ is an estimation of $\gamma$. That is, $\hat{\gamma}$ is a random variable with mean $\gamma$, and its variance decreases to 0 when $n$ goes to $\infty$.
$\rho$ determines the tradeoff between PAR reduction and execution time. A large $\rho$ implies a large PAR reduction but a slow convergence. A small $\rho$ leads to a fast convergence but a small PAR reduction. Therefore, we may start with a relatively large $\rho$ (i.e., a small $n=n_{\min }$ ) to obtain a large PAR reduction. The slow convergence rate will not significantly increase the execution time because $n$ is small. After each iteration, we increase $n$ by $n_{\text {inc }}$ until $n$ equals a relatively large number $n_{\max }$. Because $\rho$ decreases in each iteration with the increase of $n$, a fast convergence is obtained. In each iteration, if the PAR is lower than a predefined IBO threshold $A$, the algorithm is stopped. Our algorithm is summarized as follows:

Algorithm 5.2 (Modified CESS algorithm with threshold).

1. Initialize $A, n_{\mathrm{e}}, n_{\min }, n_{\max }, n_{\mathrm{inc}}$. Let $n=n_{\text {min }}$.
2. Let $p_{0} \equiv 1$, and initialize $p_{k}=0.5, k=0, \ldots, N-1$.
3. Generate $n$ samples $\mathbf{d}_{i}$ with respect to $\mathbf{p}$, and calculate their PAR (i.e., $\mathbb{L}\left(\mathbf{d}_{i}\right)$ ). Whenever a $\mathbf{d}_{k}$ leads to PAR $\leq A$, then output $\mathbf{s}^{(\mathrm{opt})}=1-2 \mathbf{d}_{k}$, and the algorithm ends.
4. Otherwise, sort these samples in ascending order according to $\mathbb{L}\left(\mathbf{d}_{i}\right)$. Denote the obtained PAR value sequence as $\left[\mathrm{L}_{0}, \ldots, \mathbb{L}_{N-1}\right]$.
5. Find $\gamma$ as $\gamma=\mathbb{L}_{n_{\mathrm{e}}}$, and update $\mathbf{p}$ by using (5.32).
6. If $\mathbf{p} \in\{0,1\}^{N}$, then output $\mathbf{s}^{(\text {opt })}=1-2 \mathbf{p}$, and the algorithm ends.
7. Otherwise, if $n<n_{\max }$, let $n=n+n_{\mathrm{inc}}$, and then, go to step 3 .

### 5.4.4 Convergence and Complexity Discussion

### 5.4.4.1 Convergence of Our Algorithms

The CE convergence is proved in [229]. A basic assumption of the convergence is that the neighborhood of the optimum solution is also nearly optimum. Our optimization problem satisfies this assumption. The neighborhood in our case is defined in terms
of the Hamming distance. The PAR difference between the optimal sign sequence $\mathbf{s}^{*}$ and another sign sequence $\mathbf{s}_{1}$ within Hamming distance $D$ from $\mathbf{s}^{*}$ can be bounded as

$$
\left.\left|\max _{n}\right| \hat{x}\left(n ; \mathbf{s}^{*}\right)\right|^{2}-\max _{n}\left|\hat{x}\left(n ; \mathbf{s}_{1}\right)\right|^{2} \left\lvert\, \leq \frac{8}{N}\left(\sum_{i=1}^{D}\left|X_{k_{i}}\right|\right)^{2}\right.
$$

where $k_{i}$ denote the position that $\mathbf{s}_{1}$ differs from $\mathbf{s}^{*}$. Consequently, when $N$ is large, a small $D$ always leads to near-optimal solutions.

Let the set $\mathcal{S}=\left\{\mathbf{s}_{i}: \mathbf{s}_{i}=1-2 \mathbf{d}_{i}, L\left(\mathbf{d}_{i}\right) \leq \gamma\right\}$, which contains $n_{s}$ sign sequence samples that lead to small PARs. Intuitively, our algorithms count the number of 1's that appear in $\mathcal{S}$ to update $\mathbf{p}$. Some $p_{k}$ in the updated $\mathbf{p}$ may be close to 1 (or $0)$. This fact implies that the signs of the corresponding subcarriers will have a large chance to be 1 (or 0) in the next iteration. Thus, most of the samples generated in the next iteration have a small Hamming distance to $\mathcal{S}$ (in the neighborhood of $\mathcal{S})$. A local optimum that has a PAR no larger than those of $\mathcal{S}$ is thus ensured. The other samples at large Hamming distances from $\mathcal{S}$ may also have small PARs, which ensures that escaping from a local optimum and converging towards the global optimal solution is possible.

### 5.4.4.2 Complexity of Our Algorithms for Finding a Near Optimal Solution

We first analyze the complexity of our algorithms ${ }^{3}$ by calculating the number of samples required to find a near optimal solution.

In the $(i-1)$-th iteration, our algorithms estimate the probability $\rho=\operatorname{Pr}[L(\mathbf{d}) \leq$ $\gamma$ ] and optimize p such that, most probably, $L(\mathbf{d}) \leq \gamma$ in the $i$-th iteration. The accuracy of estimating $\rho$ is determined by $n_{e}$. Therefore, we consider the complexity of finding a near optimal solution when $n_{e}$ is fixed. We assume that $n_{e}$ is large and $\rho$ is small such that the samples generated in each iteration describe $\mathbf{p}$ with a negligible error.

We also assume that the optimization leads to a negligible error. Then, in the $i$-th iteration, no sample with $L(\mathbf{d})>\gamma$ will be generated. In other words, the size of the search space at the $i$-th iteration, denoted as $S_{i}$ and $S_{1}=2^{N}$, is reduced to

[^17]$S_{i} \approx \rho S_{i-1}$. If a near optimal solution is found in the $K$-th iteration, we have
$$
S_{\min }=S_{K}=\rho^{K-1} S_{1}=\rho^{K-1} 2^{N},
$$
where $S_{\min } \geq 1$ is the number of the near optimal solutions. Then,
$$
K=\frac{\log _{2} S_{\min }-N}{\log _{2} \rho}+1
$$

The total number of samples generated in the optimization is $n K$. Our simulation results show that $n$ must be proportional to $N$ in order to obtain the same PAR distribution for different $N$. Therefore, the total samples required to find a near optimal solution is of the order $\mathcal{O}\left(N^{2}\right)$. An exhaustive search may search $2^{N-1}$ samples to find the optimal solution. SLM and derandomization cannot find a near optimal solution.

### 5.4.4.3 Complexity Comparison for Finding Suboptimal Solutions

We may fix the number of samples or set up a threshold (as in Algorithm 5.2) to find suboptimal solutions with low complexity. Each sample is calculated by using FFT. Thus, the complexity of our algorithms for finding suboptimal solutions is $\mathcal{O}(N \log N)$ multiplications (the same as SLM). However, our simulations show that SLM requires more samples to obtain the same PAR as CESS obtains.

Derandomization iteratively calculates the signs as

$$
\begin{equation*}
s_{k}=-\operatorname{sign}\left(\sum_{n=1}^{2 J N} \sinh \left(\mu \sum_{r=1}^{k-1} s_{r} a_{n r}\right) \sinh \left(\mu a_{n k}\right) \prod_{r=k+1}^{N} \cosh \left(\mu a_{n r}\right)\right), \tag{5.35}
\end{equation*}
$$

where $\operatorname{sign}(x)$ is the sign of $x, \mu$ is a constant, and $\left\{a_{n k}\right\}$ is the set of the real and imaginary parts of $X_{k} e^{j 2 \pi \frac{n k}{J N}}$, which are calculated and stored before calculating $s_{k}$. Computing $\left\{a_{n k}\right\}$ requires $\mathcal{O}\left(N^{2}\right)$ multiplications. The memory requirement for storing $\left\{a_{n k}\right\}$ is $2 J N^{2}$ floating-point real numbers. Computing $\cosh \left(\mu a_{n r}\right)$ requires $\mathcal{O}\left(N^{2}\right)$ multiplications and $\mathcal{O}\left(N^{2}\right)$ hyperbolic functions. Thus, calculating $\prod_{r=k+1}^{N} \cosh \left(\mu a_{n r}\right)$ requires $\mathcal{O}\left(N^{3}\right)$ multiplications and $\mathcal{O}\left(N^{3}\right)$ hyperbolic functions. The rest of (5.35) requires $\mathcal{O}\left(N^{2}\right)$ multiplications and $\mathcal{O}\left(N^{2}\right)$ hyperbolic functions. Therefore, derandomization requires $\mathcal{O}\left(N^{3}\right)$ multiplications and $\mathcal{O}\left(N^{3}\right)$ hyperbolic functions. The execution time of the hyperbolic functions is much higher than that of multiplications.

By using more memory, we may calculate and store the results of $\prod_{r=k+1}^{N} \cosh \left(\mu a_{n r}\right)$ for all $k$ before the optimization. Then, the total memory requirement is $4 J N^{2}$ floating-point real numbers, but the execution time is reduced to $\mathcal{O}\left(N^{2}\right)$ multiplications and $\mathcal{O}\left(N^{2}\right)$ hyperbolic functions.

A greedy algorithm is proposed in [23] based on derandomization, with which the signs are iteratively calculated as ${ }^{4}$

$$
s_{k}=\arg \min _{s_{k} \in\{+1,-1\}}\left\|\sum_{i=1}^{k} \mathbf{a}_{i} s_{i}\right\|_{p}^{p},
$$

where $\mathbf{a}_{i}=\left[a_{n i}\right], n=1 \ldots 2 J N$ and $k=2 \ldots N$, are vectors each having $2 J N$ items. [23] proves that $p^{(\text {opt. })}=\log 2 J N$. Calculating $\mathbf{a}_{i}$ requires $\mathcal{O}\left(N^{2}\right)$ multiplications. Calculating $s_{k}, k=2 \ldots N$, requires $4 J N(N-1)$ power- $p$ operations ${ }^{5}$. Therefore, the complexity of this algorithm is $\mathcal{O}\left(N^{2}\right)$. Its memory requirement is $2 J N^{2}$ floating-point real numbers (to store all $\mathbf{a}_{i}$ ).

The Algorithm 3 in [23] iteratively calculates the signs as

$$
s_{k}=\arg \min _{s_{k}} \cosh \underbrace{\left(\sum_{i=1}^{k} \mathbf{a}_{i} s_{i}\right)}_{\mathbf{X}},
$$

where $k=2 \ldots N . \quad \mathbf{x}=\left[x_{n}\right]$ is a vector of length $(2 J N)$, and $\cosh \mathbf{X}$ is defined as $\sum_{n=1}^{2 J N} \cosh x_{n}$. Therefore, it requires $\mathcal{O}\left(N^{2}\right)$ hyperbolic functions. Its memory requirement is also $2 J N^{2}$ floating-point real numbers.

Derandomization and the greedy algorithm also require a large number of additions, which may be a large burden in some implementations, e.g., in using the multiplier-accumulator [116], where the execution time of the multiplications is comparable to that of the additions.

The execution time of our algorithm is smaller than that of SLM and derandomization. In the next subsection, we compare the PAR reduction of these algorithms by using simulations.
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### 5.4.5 Numerical Results

### 5.4.5.1 PAR Reduction by Using CESS

We first show the amount of PAR reduction obtained by using CESS for a 128subcarrier, 16QAM OFDM system if large execution time is allowed. The choice of $n$ and $\rho$ is critical to the system performance. A large $n$ leads to a small PAR, while the execution time increases accordingly. Similarly, a large $\rho$ implies that many "good" samples leading to $\mathbb{L}\left(\mathbf{d}_{i}\right) \leq \gamma$ are taken into account in each iteration. Because CESS counts the number of 1's in these "good" samples to approximate the PAR probability distribution, more "good" samples imply more accurate estimation of a small PAR but a lower convergence rate. [227] suggests that $\rho=0.01$ to 0.1 and $n=3 N$ to $5 N$. However, such a large $n$ may not be practical for PAR reduction. In order to find a good tradeoff between PAR reduction and execution time, we investigate the relationship between PAR reduction and the averaged number of IFFTs for different $n$.

Fig. 5.6 shows the averaged PAR versus the averaged number of IFFTs required by CESS for different $N$ and $n . \rho=0.1$ is used in this simulation. In this figure, the marks on each curve, from left to right, represent the cases of $n=8,16,32,64,128$, $256,512,1024$, and 2048 , respectively. With $\rho=0.1$ and $n=8$, CESS is the same as SLM because only one sample will lead to $\mathbb{L}\left(\mathbf{d}_{i}\right) \leq \gamma$ in each iteration. Fig. 5.6 suggests the following:

1. All curves tend to converge to the same PAR level with large $n$. This finding supports the conclusion in [22] that, with optimal sign selection, the PAR can be bounded to a constant which is independent of $N$.
2. The averaged number of IFFTs is increased three times when $n$ is doubled.
3. To reach the same averaged PAR for different $N, n$ has to be $n=N / K$, where $K$ is a constant independent of $N$.
4. When $n \geq 64$, further increasing $n$ will not reduce PAR much compared to the much larger increase of execution time.

Now, let us investigate how the choice of $\rho$ affects the averaged PAR and execution time. Fig. 5.7 shows the averaged PAR versus the averaged number of IFFTs required


Figure 5.6: Relationship between averaged PAR and the averaged number of IFFTs required by CESS for different $n$, where $N=128$ and 16QAM symbols are used.
by CESS for fixed $n=128$ but different $N$ and $\rho$. In this figure, the marks on each curve, from left to right, represent the cases of $\rho=0.01,0.02,0.04,0.06,0.08$, $0.10,0.12,0.14,0.16,0.18$, and 0.20 , respectively. A larger $\rho$ leads to a larger PAR reduction. $\rho=0.1$ may be a good choice for finding a nearly optimal solution. When $\rho>0.1$, the performance improvement in terms of the averaged PAR is small.

### 5.4.5.2 Performance Comparison of CESS, SLM and the Derandomization Method

Fig. 5.8 compares the PAR reduction of CESS, SLM and derandomization [22], where $N=128$, and 16QAM symbols are used. The CESS algorithm is used with $\rho=0.1$, and the threshold $p_{\text {th }}=0.2$ is used for CESS with acceleration. At a $10^{-4}$ clip probability, CESS with $n=30$ obtains 5 dB PAR reduction, which is 0.3 dB larger than that obtained from derandomization and 1 dB larger than that from SLM with 16 candidates. CESS with $n=64$, which requires in average 973 sign sequence samples, obtains a 5.6 dB PAR reduction, which is about 1 dB larger than that obtained from


Figure 5.7: Averaged PAR v.s. the averaged number of IFFTs required by CESS for $n=128$ and different $\rho$.


Figure 5.8: PAR reduction comparison of CESS, SLM and the derandomization method, where $N=128$ and 16QAM symbols are used.
the derandomization method, and is 0.4 dB larger than that from SLM with 973 candidates. With convergence acceleration, the PAR reduction obtained by using CESS degrades by 0.3 dB , but its execution time is $65 \%$ of CESS without acceleration.

CESS with $n=30$ requires an average of 235 sign sequence samples. Generating each sample requires a 512 -point IFFT (equivalent to 3076 real multiplications ${ }^{6}$ [197]). If we apply the condition (4.44) to exclude the small-magnitude samples, the execution time of calculating the PAR is negligible. Thus, the overall execution time is 722860 real multiplications.

The execution time of the derandomization method can be calculated as $\left(6 J N^{2}-\right.$ $8 J N)$ hyperbolic functions and $\left(11 J N^{2}-8 J N\right)$ real multiplications with the help of a lookup table of $4 J N^{2}$ floating-point entries ${ }^{7}$. Therefore, the derandomization method requires 716800 real multiplications and 389120 hyperbolic functions with the help of a lookup table of 262144 floating-point entries to store the intermediate results used in the optimization. Thus, the execution time of derandomization is much larger than that of CESS with $n=30$. Moreover, the memory requirement of the lookup table used by derandomization is large.

We next compare the PAR reduction of CESS and SLM for the same execution time. 16QAM symbols are used in this comparison. We consider two cases with $N=128$ and $N=256$, respectively. We choose $\rho=0.1$ for CESS with $n=8,16,32$, 64,128 and 256 , respectively. For each case of $n$, we count the averaged number of samples generated by CESS, and then use this average as the number of candidates for SLM. Fig. 5.9 illustrates this comparison. We see that, with the same execution time, CESS leads to a much smaller averaged PAR than that obtained by using SLM.
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Figure 5.9: PAR reduction comparison of CESS and SLM for the same execution time, where 16QAM symbols are used.

### 5.4.5.3 Performance of MCESST

Now, we compare MCESST and SLM for a 128-subcarrier OFDM system. $10^{5}$ 16QAM OFDM blocks are simulated. Because the PAR of a typical single-carrier signal using square-root raised-cosine pulse shaping with a roll-off factor of 0.35 is about $6-7 \mathrm{~dB}$ [236], we compare MCESST and SLM with three thresholds $A=6 \mathrm{~dB}, 6.5 \mathrm{~dB}$ and 7 dB (relative to the average power). When applying a threshold to SLM, we select a large candidate set containing $10^{4}$ sign sequence samples, but stop the SLM optimization whenever a candidate that leads to a PAR below the threshold is found. The parameters for MCESST are selected as in Table 5.2 so that the PARs of virtually all input OFDM blocks are reduced to below $A$. We also include in this table, out of the $10^{5}$ simulated OFDM blocks, the numbers of "bad" OFDM blocks (denoted as "Bad Blocks") whose PARs are larger than $A$ after optimization, as well as the worst PAR.

Fig. 5.10 shows the PAR reduction obtained by using MCESST and SLM with

Table 5.2: Simulation Parameters for MCESST

| A | $n_{\min }$ | $n_{\max }$ | $n_{\text {inc }}$ | $n_{\mathrm{e}}$ | Bad Blocks | Worst PAR |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6.0 dB | 30 | 80 | 10 | 4 | 8 | 6.15 dB |
| 6.5 dB | 10 | 350 | 10 | 3 | 1 | 6.73 dB |
| 7.0 dB | 6 | 18 | 2 | 3 | 1 | 7.01 dB |



Figure 5.10: PAR reduction comparison of MCESST and SLM for different thresholds, where 16QAM symbols are used.
the above settings. Both methods obtain the same PAR reduction for each threshold used. Table 5.3 compares their execution time in terms of the averaged number of IFFTs and shows that MCESST requires less execution time than that of SLM for all threshold settings.

### 5.4.5.4 Performance Comparison of CESS, SLM and the Derandomization Method when Using the 91-Hex Constellation

In our previous experiments, the throughput was reduced by one bit per subcarrier. Now, we use the 91-Hex constellation [150,151] (see Section 3.3.4.2) to eliminate this

Table 5.3: Averaged Number of IFFTs required by MCESST

| $A$ | MCESST | SLM | Ratio (MCESST/SLM) |
| :--- | :--- | :--- | :--- |
| 6.0 dB | 196.51 | 556.01 | $35.34 \%$ |
| 6.5 dB | 33.76 | 40.46 | $83.44 \%$ |
| 7.0 dB | 7.84 | 7.97 | $98.37 \%$ |

throughput loss, and we compare the PAR-reduction performance of CESS, SLM and derandomization. When using the 91-Hex constellation, on average only $\bar{N}_{s}=27$ signs are allowed to change for the PAR reduction, and the averaged search space is reduced to $S=\left(1+\frac{\bar{N}_{s}}{N}\right)^{N}$.

Fig. 5.11 compares CESS with SLM and derandomization [22], where $N=128$. The CESS algorithm is used with $\rho=0.1$. Although only $42 \%$ of the signs are allowed to change, the PAR-reduction performance obtained by using CESS, SLM and derandomization is close to that in Fig. 5.8, where all the signs can be changed for the PAR reduction. When using the 91-Hex constellation, the PARs of these algorithms and the original OFDM signal are only a little larger than when using 16QAM.

In Fig. 5.11, CESS with $n=30$ obtains a 5.3 dB PAR reduction at a $10^{-4}$ clip probability, which is 0.6 dB larger than that obtained by using the derandomization method. The averaged number of samples generated by CESS in this case is 176 . With the same execution time, the PAR reduction of SLM is 0.2 dB smaller than that of CESS at a $10^{-4}$ clip probability, and is 0.4 dB smaller than that of CESS at a $10^{-1}$ clip probability. By increasing the execution time, CESS with $n=60$ obtains a 5.8 dB PAR reduction, which is about 1.2 dB larger than that obtained by using the derandomization method.

Fig. 5.12 compares the PAR reduction obtained by using CESS and SLM for the same execution time in the 91-Hex case. As we did in the experiments in Fig. 5.9, we consider two cases with $N=128$ and $N=256$, respectively. We choose $\rho=0.1$ for CESS with $n=10,20,30$ and 40 , respectively. Again, with the same execution time, CESS leads to a much smaller averaged PAR than that obtained by using SLM.


Figure 5.11: PAR reduction comparison of CESS, SLM and the derandomization method with $N=128$ and the 91-Hex constellation.


Figure 5.12: PAR reduction comparison of CESS and SLM for the same execution time with the 91-Hex constellation.

### 5.4.5.5 Performance of the modified CESS with threshold when Using the 91-Hex Constellation

Now, we compare MCESST and SLM for a 128 -subcarrier OFDM system using the 91-Hex constellation. $10^{5}$ OFDM blocks are simulated, and MCESST and SLM with three thresholds $A=6 \mathrm{~dB}, 6.5 \mathrm{~dB}$ and 7 dB (relative to the average power) are compared. The parameters for MCESST are selected as in Table 5.4 so that the PAR of virtually all the input OFDM blocks are reduced to below $A$.

Table 5.4: Simulation Parameters for MCESST when 91-Hex is used

| A | $n_{\min }$ | $n_{\max }$ | $n_{\text {inc }}$ | $n_{\mathrm{e}}$ | Bad Blocks | Worst PAR |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 6 dB | 30 | 120 | 10 | 6 | 33 | 6.15 dB |
| 6.5 dB | 10 | 80 | 10 | 4 | 5 | 6.54 dB |
| 7 dB | 6 | 18 | 2 | 4 | 3 | 7.18 dB |

With these settings, MCESST and SLM obtain the same PAR reduction for each threshold used. We thus compare their execution time in terms of the averaged number of IFFTs. Table 5.5 shows the execution time comparison. MCESST requires less execution time than that of SLM for all threshold settings.

Table 5.5: Averaged Number of Samples Required by MCESST and SLM when 91Hex is used

| $A$ | MCESST | SLM | Ratio (MCESST/SLM) |
| :--- | :--- | :--- | :--- |
| 6 dB | 186.94 | 563.93 | $33.15 \%$ |
| 6.5 dB | 32.15 | 40.66 | $79.07 \%$ |
| 7 dB | 7.84 | 7.97 | $98.62 \%$ |

### 5.5 Clipping Guided Sign-Selection Algorithm for PAR Reduction

Although the optimal solution of (5.9) gives a low PAR, finding a nearly optimal solution may be computationally costly. In this section, we propose two CGS algorithms that obtain better suboptimal solutions (i.e., larger PAR reduction) of the discrete optimization problem with less execution time. These algorithms use a new clipper device to obtain the clipping noise from the time-domain OFDM signal, and then flip the signs of those subcarriers with high levels of clipping noise. These algorithms establish a connection between the discrete optimization problem and the clipping noise.

In developing these algorithms, a number of clipper models were tested. For example, we found that the conventional soft limiter [32] does not provide a sufficient performance. We thus introduce a new clipper model that requires less execution time and obtains a larger PAR reduction than those of the soft limiter. The difference between the new clipper and the soft limiter is that the clipping noise generated by the new clipper contains the entire samples of large peaks higher than a predefined threshold while that generated by the soft limiter contains only fragments of these large peaks.

We develop criteria for choosing the number of signs that should be flipped and for choosing which subcarrier signs should be flipped. Using these two criteria, we derive two sign-selection-based PAR-reduction algorithms that can handle both unitary and non-unitary signal constellations. Although a direct comparison between PTS and SLM and our CGS algorithm is not possible (as PTS and SLM use much less side information), CGS gains about $1-2 \mathrm{~dB}$ over these two methods for a 256 -subcarrier system. A fair comparison by fixing the amount of side information is possible among CGS, derandomization and tone reservation. In this case, for a 256 -subcarrier system, CGS outperforms these two methods by about 1 dB .

### 5.5.1 Problem Formulation

In order to derive our algorithms, we must rewrite (5.7) as

$$
\begin{equation*}
\hat{\mathbf{X}}=\mathbf{X}-\mathbf{C} \tag{5.36}
\end{equation*}
$$

where $\mathbf{C}=\left[\alpha_{0} X_{0}, \ldots, \alpha_{N-1} X_{N-1}\right]$ is the peak-canceling vector, and

$$
\alpha_{k}= \begin{cases}0, & s_{k}=1 \\ 2, & s_{k}=-1\end{cases}
$$

The discrete-time transmit signal in (5.8) may now be expressed as

$$
\begin{align*}
\hat{x}_{n} & =\operatorname{IDFT}[\hat{\mathbf{X}}]=x_{n}-c_{n} \\
& =x_{n}-\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \alpha_{k} X_{k} e^{j 2 \pi \frac{n k}{J N}}, \tag{5.37}
\end{align*}
$$

in which $c_{n}$ can be viewed as a peak-canceling signal. Only negative signs ( $s_{k}=$ $-1)$ contribute to $c_{n}$. In the next section, we propose two suboptimal sign-selection algorithms, which utilize the strength of clipping noise on each subcarrier to find the signs that should be negative.

### 5.5.2 Clipping-Noise Guided Sign-Selection Algorithms

The OFDM system with CGS is shown in Fig. 5.13. The input bitstream is first mapped to data symbols $X_{k}$ by using a signal constellation (or multiple constellations if bit-loading is employed). Each block of $N$ data symbols (called an OFDM block) is fed into an IDFT block to generate the signal $x_{n}$. The CGS block finds the optimal time-domain OFDM signal $\hat{x}_{n}^{(\text {opt })}$ with the lowest PAR. With the CP appended to $\hat{x}_{n}^{(\text {opt })}$, the time-domain OFDM signal is modulated to the carrier frequency, amplified by the HPA, and transmitted through the antenna.


Figure 5.13: OFDM system with clipping-noise guided sign-selection.

The CGS block is expanded in Fig. 5.14, and the IDFT block is also included to facilitate the execution time calculation discussed later. In each iteration, the new clipper process samples $x_{n}$ and outputs the clipping noise $f_{n}$. The DFT of the clipping noise $F_{k}, k=0, \ldots, N-1$, are used to calculate an index set of negative signs, $\mathcal{S}=\left\{k: \alpha_{k}=2\right\}$, that may reduce the peaks of $x_{n}$ below threshold $A$. A
candidate OFDM block is thus generated and is used as the input of the next iteration. After $L$ iterations, the candidate OFDM block with the smallest PAR is selected for transmission.


Figure 5.14: Clipping-noise guided sign-selection algorithm.

The proposed CGS algorithms are based on the new clipper model. Given a predefined threshold $A$, the clipping noise in this case is

$$
f_{n}= \begin{cases}x_{n}, & \left|x_{n}\right| \geq A  \tag{5.38}\\ 0, & \left|x_{n}\right|<A\end{cases}
$$

This clipper is different from the conventional soft limiter that generates the clipping noise as [32]

$$
f_{n}= \begin{cases}x_{n}-A e^{j \phi_{n}}, & \left|x_{n}\right|>A  \tag{5.39}\\ 0, & \left|x_{n}\right| \leq A\end{cases}
$$

where $\phi_{n}$ is the phase of $x_{n}$. While both the clipper models generate the clipping noise when $x_{n}$ 's have large peaks, the new model (5.38) contains the entire samples of large peaks higher than $A$, whereas the soft limiter (5.39) contains only fragments of the samples which exceed $A$. Although both models can work with our proposed
algorithms, the new model results in less execution time. Moreover, the simulations show that the new model leads to a larger PAR reduction for non-unitary constellation input than that obtained by using the soft limiter.

In this section, we first develop two criteria for selecting signs by using the clipping noise. We propose the clipping-noise-guided sign-selection algorithm for unitary constellations (e.g., PSK), where $\left|X_{k}\right| \equiv 1$, and extend it to non-unitary constellations (e.g., QAM).

### 5.5.2.1 Sign-Selection Criteria

Recall that only the subcarriers with the negative signs contribute to the peakcanceling signal. Finding the index set of negative signs $\mathcal{S}$ requires two criteria involving the determination of the number of negative signs (which is the size of $\mathcal{S}$ ) and the selection of the elements of $\mathcal{S}$. Using the relationship between the peak-canceled samples and the original samples (5.37), we have

$$
\left|\hat{x}_{n}\right| \geq\left|x_{n}\right|-\frac{2}{\sqrt{N}} \sum_{k \in \mathcal{S}}\left|X_{k}\right|
$$

Thus, a necessary condition for limiting $\left|\hat{x}_{n}\right|$ to smaller than $A$ is that $\mathcal{S}$ must satisfy

$$
\begin{equation*}
\frac{2}{\sqrt{N}} \sum_{k \in \mathcal{S}}\left|X_{k}\right| \geq\left|x_{n}\right|_{\max }-A \tag{5.40}
\end{equation*}
$$

On the other hand, because

$$
\left|\hat{x}_{n}\right| \leq\left|x_{n}\right|+\frac{2}{\sqrt{N}} \sum_{k \in \mathcal{S}}\left|X_{k}\right|
$$

a larger size of $\mathcal{S}$ increases the chance of obtaining a "bad" candidate OFDM block with a large PAR . Therefore, our algorithm determines the size of $\mathcal{S}$ as follows:

Criterion 5.1 (Size of $\mathcal{S}$ ). The $\mathcal{S}$ that may limit $\left|\hat{x}_{n}\right|$ to no larger than $A$ must have the minimum size and satisfy (5.40).

Selecting the elements of $\mathcal{S}$ depends on the clipping noise spectrum

$$
\begin{equation*}
F_{k}=\frac{1}{\sqrt{N}} \sum_{n=0}^{J N-1} f_{n} e^{-j 2 \pi \frac{n k}{J N}}, \quad k=0, \ldots, N-1 \tag{5.41}
\end{equation*}
$$

where the clipping noise $f_{n}$ is given in (5.38). Projecting $F_{k}$ to $X_{k}$, we have

$$
\hat{F}_{k}=D_{k} X_{k}, \quad k=0, \ldots, N-1
$$

where

$$
\begin{equation*}
D_{k}=\Re\left[\frac{F_{k} X_{k}^{*}}{\left|X_{k}\right|^{2}}\right], \tag{5.42}
\end{equation*}
$$

and $\mathfrak{R}[x]$ represents the real part of $x$, and $(\cdot)^{*}$ represents the complex conjugate.
A peak-canceling signal may be obtained by taking the IDFT of $\hat{F}_{k}$ as

$$
\begin{equation*}
\hat{f}_{n}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \hat{F}_{k} e^{j 2 \pi \frac{n k}{J N}}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} D_{k} X_{k} e^{j 2 \pi \frac{n k}{J N}} \tag{5.43}
\end{equation*}
$$

If a large peak of $f_{n}$, or equivalently $x_{n}$, occurs at $n_{0}$, then, $\hat{f}_{n}$ also has a large peak at $n_{0}$ with the same direction of $f_{n_{0}}$. Moreover, due to peak regrowth [19], usually $\left|\hat{f}_{n_{0}}\right|<\left|f_{n_{0}}\right|$. Therefore, $\hat{f}_{n}$ may be scaled by the optimum factor $\beta^{(\mathrm{opt})}>0$ to further reduce the peaks of $x_{n}$. The modified discrete samples of the OFDM signal is

$$
\begin{equation*}
\bar{x}_{n}=x_{n}-\beta^{(\mathrm{opt})} \hat{f}_{n}=x_{n}-\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \beta^{(\mathrm{opt})} D_{k} X_{k} e^{j 2 \pi \frac{n k}{J N}} . \tag{5.44}
\end{equation*}
$$

The comparison of (5.37) and (5.44) suggests that $\alpha_{k}$ can be obtained by rounding some $\beta^{(\mathrm{opt})} D_{k}$ to 2 and rounding others to 0 . The resulting modified discrete samples $\hat{x}_{n}$ may have larger peaks than $A$. However, by minimizing the rounding error, the peaks of $\hat{x}_{n}$ may still be lower than $\left|x_{n}\right|_{\max }$. The mean squared rounding error is upper-bounded as

$$
\begin{align*}
\varepsilon= & \mathrm{E}\left\{\left|\hat{x}_{n}-\bar{x}_{n}\right|^{2}\right\} \\
= & \frac{1}{J N} \sum_{n} \left\lvert\, \frac{1}{\sqrt{N}} \sum_{k \in \mathcal{S}}\left(2 X_{k}-\beta^{(\mathrm{opt})} D_{k} X_{k}\right) e^{j 2 \pi \frac{n k}{J N}}\right. \\
& +\left.\frac{1}{\sqrt{N}} \sum_{k \notin \mathcal{S}} \beta^{(\mathrm{opt})} D_{k} X_{k} e^{j 2 \pi \frac{n k}{J N}}\right|^{2}  \tag{5.45}\\
\leq & \frac{1}{N}\left(\sum_{k \in \mathcal{S}}\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|+\sum_{k \notin \mathcal{S}}\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right|\right)^{2} .
\end{align*}
$$

The upper-bound of $\varepsilon$ is determined by the term inside $(\cdot)^{2}$. Then, we have
Criterion 5.2 (Elements of $\mathcal{S}$ ). Define the maximum rounding error as

$$
\begin{equation*}
\varepsilon_{\max }=\sum_{k \in \mathcal{S}}\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|+\sum_{k \notin \mathcal{S}}\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right| . \tag{5.46}
\end{equation*}
$$

Then, $\mathcal{S}$ must be generated by rounding $\beta^{(\mathrm{opt})} D_{k}$ to 2 or 0 such that $\varepsilon_{\max }$ is minimized.

### 5.5.2.2 The Clipping-Noise Guided Sign-Selection Algorithm for Unitary Modulations

By substituting $\left|X_{k}\right| \equiv 1$ into (5.40), the size of $\mathcal{S}$ can be calculated as

$$
\begin{equation*}
I=\left\lceil\frac{\sqrt{N}\left(\left|x_{n}\right|_{\max }-A\right)}{2}\right\rceil \tag{5.47}
\end{equation*}
$$

where $\lceil x\rceil$ represents the smallest integer greater than $x$. In unitary modulations, minimizing $\varepsilon_{\text {max }}$ involves $D_{k}$ only.

Theorem 5.1. For unitary modulations, $\varepsilon_{\max }$ is minimized if $D_{k} \geq D_{m}$ for all $k \in \mathcal{S}$ and $m \notin \mathcal{S}$.

Proof. By substituting $\left|X_{k}\right| \equiv 1$ into (5.46),

$$
\varepsilon_{\max }=\sum_{k \in \mathcal{S}}\left|2-\beta^{(\mathrm{opt})} D_{k}\right|+\sum_{k \notin \mathcal{S}}\left|\beta^{(\mathrm{opt})} D_{k}\right| .
$$

Let $\mathcal{S}=\left\{k_{1}, k_{2}, \ldots, k_{I}\right\}$ where $D_{k} \geq D_{m}$ for any $k \in \mathcal{S}$ and $m \notin \mathcal{S}$. Without loss of generality, let $\mathcal{S}^{\prime}=\left\{k_{1}, \ldots, k_{I-1}, m\right\}, m \notin \mathcal{S}$. Then,

$$
\begin{aligned}
\varepsilon_{\max }-\varepsilon_{\max }^{\prime}= & \left|2-\beta^{(\mathrm{opt})} D_{k_{I}}\right|+\left|\beta^{(\mathrm{opt})} D_{m}\right| \\
& -\left|2-\beta^{(\mathrm{opt})} D_{m}\right|-\left|\beta^{(\mathrm{opt})} D_{k_{I}}\right|
\end{aligned}
$$

where $\varepsilon_{\max }$ and $\varepsilon_{\max }^{\prime}$ are the maximum rounding errors associated with $\mathcal{S}$ and $\mathcal{S}^{\prime}$, respectively. By discussing the signs of $\beta^{(\text {opt })} D_{k_{I}}, \beta^{(\mathrm{opt})} D_{m},\left(2-\beta^{(\mathrm{opt})} D_{k_{I}}\right)$ and $(2-$ $\beta^{(\text {opt })} D_{m}$ ), we have $\varepsilon_{\max }-\varepsilon_{\max }^{\prime} \leq 0$. Because $m \notin \mathcal{S}$ is arbitrary, Theorem 5.1 is proved.

Note that $\beta^{(\mathrm{opt})}$ is irrelevant to the decision about $\mathcal{S}$ in the minimization of $\varepsilon_{\max }$ in unitary modulations. In other words, we may substitute $\beta^{(\text {opt })}$ with an arbitrary positive number without making a wrong decision about $\mathcal{S}$. However, in non-unitary modulations, we must find $\beta^{(\text {opt })}$ before we properly choose $\mathcal{S}$. We will discuss this process in the next subsection.

Also, $\varepsilon_{\max }-\varepsilon_{\max }^{\prime}=0$ when $\beta^{(\text {opt })} D_{k_{I}} \geq \beta^{(\text {opt })} D_{m} \geq 2$ or $D_{m} \leq D_{k_{I}} \leq 0$. Thus, we are free to include ${ }^{8}$ any $k$ to $\mathcal{S}$ if $\beta^{\text {(opt })} D_{k} \geq 2$ and to exclude any $m$ from $\mathcal{S}$ if $D_{m} \leq 0$.

[^20]We must round the largest $I$ samples of $D_{k}$ to 2 and round others to 0 . Our algorithm is then summarized as follows [237]:

Algorithm 5.3 (Clipping-Noise Guided Sign-Selection for Unitary Constellations).

## Initialization:

1. Choose a magnitude threshold $A$, and the number of iterations $L$.

## Runtime:

1. For each $\mathbf{X}$, calculate $x_{n}$ by using (5.2). Note that $J \geq 4$ is required. Let $\eta=\left|x_{n}\right|_{\text {max }}$.
2. If $\eta>A$, let the iteration number $l=1$ and go to Step 3 ; otherwise, transmit $x_{n}$ and terminate.
3. Set the index set of negative signs empty $\mathcal{S}=\emptyset$; calculate $f_{n}$ by using (5.38).
4. Calculate $D_{k}$ by using (5.42). If all $D_{k} \leq 0$, go to Step 8 .
5. Otherwise, calculate $I$ by using (5.47); generate $\mathcal{S}$ by rounding the largest $I$ samples of $D_{k}$ to 2 and rounding other $D_{k}$ to 0 .
6. Calculate $\hat{\mathbf{X}}$ and $\hat{x}_{n}$ by using (5.36) and (5.37), respectively. If $\left|\hat{x}_{n}\right|_{\max }<\eta$, let $\eta=\left|\hat{x}_{n}\right|_{\text {max }}$, and store $\hat{x}_{n}$ as $\hat{x}_{n}^{(\mathrm{opt})}$.
7. If $l=L$ go to Step 8 ; otherwise, increase $l$ by one, let $\mathbf{X}=\hat{\mathbf{X}}$ and $x_{n}=\hat{x}_{n}$, and go to Step 3.
8. Transmit $\hat{x}_{n}^{(\mathrm{opt})}$.

The execution time of this algorithm may be upper bounded as two FFTs per iteration. The detailed complexity analysis is given in the next subsection.

### 5.5.2.3 The Clipping-Noise Guided Sign-Selection Algorithm for NonUnitary Modulations

Without loss of generality, we set $\mathrm{E}\left\{\left|X_{k}\right|^{2}\right\}=1$. Let $\bar{d}=\mathrm{E}\left\{\left|X_{k}\right|\right\}$. The size of $\mathcal{S}$ can be calculated from (5.40) as

$$
\begin{equation*}
I=\left\lceil\frac{\sqrt{N}\left(\left|x_{n}\right|_{\max }-A\right)}{2 \bar{d}}\right\rceil \tag{5.48}
\end{equation*}
$$

For square $M$-ary QAM constellations, we have

$$
\begin{equation*}
\bar{d}=\frac{4}{M} \sqrt{\frac{6}{M-1}} \sum_{m=1}^{\sqrt{M} / 2} \sum_{n=1}^{\sqrt{M} / 2} \sqrt{(m-0.5)^{2}+(n-0.5)^{2}} . \tag{5.49}
\end{equation*}
$$

In non-unitary modulations, minimizing $\varepsilon_{\max }$ requires a knowledge of $\beta^{\text {(opt })}$. By using the adaptive-scaling algorithm [103], $\beta^{(\text {opt })}$ can be found as

$$
\begin{equation*}
\beta^{(\mathrm{opt})}=\frac{\mathfrak{R}\left[\sum_{n \in \mathcal{S}_{p}} f_{n} \hat{f}_{n}^{*}\right]}{\sum_{n \in \mathcal{S}_{p}}\left|\hat{f}_{n}\right|^{2}} \tag{5.50}
\end{equation*}
$$

where $\mathcal{S}_{p}=\left\{n: n \in \mathcal{S}_{1},\left|x_{n}\right|>\left|x_{n-1}\right|\right.$, and $\left.\left|x_{n}\right| \geq\left|x_{n+1}\right|\right\}$ is the index set of the peaks of $f_{n}$.

Because $\left|X_{k}\right|$ is not a constant, the minimization of $\varepsilon_{\max }$ for non-unitary modulations depends on both $\beta^{(\mathrm{opt})} D_{k}$ and $\left|X_{k}\right|$. To illustrate the relationship between $\beta^{\text {(opt) }} D_{k},\left|X_{k}\right|$ and $\varepsilon_{\max }$, we consider the following example:

Example 5.1. Suppose we have chosen $I-1$ elements of $\mathcal{S}$, and the last element will be selected from $\beta^{(\mathrm{opt})} D_{0}$ and $\beta^{(\mathrm{opt})} D_{1}$, where $\beta^{(\mathrm{opt})} D_{0}=1.1$ and $\beta^{(\mathrm{opt})} D_{1}=1.04$.

Case I: $X_{k}$ are 4QAM symbols.
Because $D_{0}>D_{1}, \varepsilon_{\max }$ is minimized when $\alpha_{0}=2$ and $\alpha_{1}=0$.
Case II: $X_{k}$ are 16QAM symbols, and $X_{0}=0.5+0.5 j, X_{1}=1.5+1.5 j$.
It is easy to verify that $\varepsilon_{\max }=2.84$ if $\alpha_{0}=2$ and $\alpha_{1}=0$. However, $\varepsilon_{\max }=2.81$ when $\alpha_{0}=0$ and $\alpha_{1}=2$. Thus, the optimum sign-selection is $\alpha_{0}=0$ and $\alpha_{1}=2$ although $D_{0}>D_{1}$.

In general, we have the following theorem for minimizing $\varepsilon_{\max }$ in non-unitary cases.

Theorem 5.2. In each iteration, let $\mathcal{S}$ have the size I that is calculated in (5.48). Define

$$
\begin{equation*}
T_{k}=\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|-\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right| . \tag{5.51}
\end{equation*}
$$

Then, for non-unitary modulations, $\varepsilon_{\text {max }}$ is minimized if

$$
\begin{equation*}
T_{k} \leq T_{m} \text { for all } k \in \mathcal{S} \text { and } m \notin \mathcal{S} . \tag{5.52}
\end{equation*}
$$

Proof. Suppose $\mathcal{S}$ satisfies (5.52). Let $\mathcal{S}=\mathcal{S}_{1} \cup \mathcal{S}_{2}$ and $\mathcal{S}_{1} \cap \mathcal{S}_{2}=\emptyset$. We may form another set $\mathcal{S}^{\prime}$ by replacing $\mathcal{S}_{2}$ with $\mathcal{S}_{3}$ where $\mathcal{S}_{3} \cap \mathcal{S}=\emptyset$. Because $\mathcal{S}$ and $\mathcal{S}^{\prime}$ have the same size, $\mathcal{S}_{2}$ and $\mathcal{S}_{3}$ also have the same size. In the following, we show that $\mathcal{S}$ leads to a smaller maximum rounding error than $\mathcal{S}^{\prime}$.

Let $\mathcal{S}_{4}$ contain the indices that are not in $\mathcal{S}_{1}, \mathcal{S}_{2}$ and $\mathcal{S}_{3}$; i.e.,

$$
\bigcup_{i=1}^{4} \mathcal{S}_{i}=\mathcal{N}
$$

where $\mathcal{N}=[0, \ldots, N-1]$ is the OFDM index set, and

$$
\mathcal{S}_{i} \cap \mathcal{S}_{k}=\emptyset, \quad \text { for any } i \neq k
$$

The maximum rounding error caused by $\mathcal{S}$ is then given by

$$
\varepsilon_{\max }=\sum_{k \in \mathcal{S}_{1} \cup \mathcal{S}_{2}}\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|+\sum_{k \in \mathcal{S}_{3} \cup \mathcal{S}_{4}}\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right|,
$$

and the maximum rounding error caused by $\mathcal{S}^{\prime}$ is

$$
\varepsilon_{\max }^{\prime}=\sum_{k \in \mathcal{S}_{1} \cup \mathcal{S}_{3}}\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|+\sum_{k \in \mathcal{S}_{2} \cup \mathcal{S}_{4}}\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right| .
$$

Therefore, we have

$$
\begin{aligned}
\varepsilon_{\max }-\varepsilon_{\max }^{\prime}= & \sum_{k \in \mathcal{S}_{2}}\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|+\sum_{k \in \mathcal{S}_{3}}\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right| \\
& -\sum_{k \in \mathcal{S}_{3}}\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|-\sum_{k \in \mathcal{S}_{2}}\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right| \\
= & \left.\sum_{k \in \mathcal{S}_{2}}\left(\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|-\mid \beta^{(\mathrm{opt})} D_{k}\right) X_{k} \mid\right) \\
& -\sum_{k \in \mathcal{S}_{3}}\left(\left|\left(2-\beta^{(\mathrm{opt})} D_{k}\right) X_{k}\right|-\left|\beta^{(\mathrm{opt})} D_{k} X_{k}\right|\right) \\
= & \sum_{k \in \mathcal{S}_{2}} T_{k}-\sum_{k \in \mathcal{S}_{3}} T_{k} \leq 0 .
\end{aligned}
$$

Because $\mathcal{S}_{2}$ and $\mathcal{S}_{3}$ are arbitrarily selected, $\mathcal{S}$ minimizes the maximum rounding error.

Our algorithm for non-unitary modulations can be modified from Algorithm 5.3 as follows [237] (the omitted parts are the same as those in Algorithm 5.3).

Algorithm 5.4 (Clipping Guided Sign-Selection for Non-Unitary Modulations).
5. Find $\mathcal{S}$ as follows:

5-a. Calculate $I, \beta^{(\mathrm{opt})}$ and $T_{k}$ by using (5.48), (5.50) and (5.51), respectively.
5 -b. Find the smallest $I$ samples of $T_{k}$, and denote them as $T_{k_{1}}, \ldots, T_{k_{I}}$; set $\alpha_{i}=2$ for $i=k_{1}, \ldots, k_{I}$, and set other $\alpha_{i}$ to 0.

Because calculating $\beta^{(\text {opt })}$ involves an FFT (for calculating $\hat{f}_{n}$ ), the execution time of this algorithm is upper-bounded as three FFTs per iteration.

Remark 5.3 (Adaptively calculating the size of $\mathcal{S}$ ). We may directly use (5.40) to find the size of $\mathcal{S}$. That is, in each iteration, we start from an empty set $\mathcal{S}=\emptyset$ and flip the signs one-by-one. The condition in (5.40) is tested every time a sign is flipped. When (5.40) is satisfied, we generate the $\hat{\mathbf{X}}$ and go to the next iteration.

The size of $\mathcal{S}$ now depends on the choice of its elements. Therefore, the condition of Theorem 5.2 is not satisfied. Although in this case, (5.52) does not ensure the minimization of $\varepsilon_{\max }$, the resulting $\varepsilon_{\max }$ is still small. Moreover, an adaptive size of $\mathcal{S}$ more precisely meets Criterion 5.1. Thus, adaptively calculating the size of $\mathcal{S}$ will not degrade the PAR-reduction performance. In fact, our simulations show that the PAR-reduction performance is improved by using an adaptive size of $\mathcal{S}$.

Remark 5.4 (Simplification). The execution time of Algorithm 5.4 can be simplified to two FFTs per iteration by using the mean of $\beta^{(\text {opt })}$, which is calculated at the initialization stage [16], and is used for all OFDM blocks.

Unless $A$ is small, the clipping noise consists of a series of pulses [19]. In [19], we have proved that, if the clipping noise contains only one dominant pulse, the peak of $\hat{f}_{n}$ is proportional to that of $f_{n}$ :

$$
\left|\hat{f}_{n}\right|_{\max }=\gamma\left|f_{n}\right|_{\max },
$$

where $\gamma$ is the constant of proportionality, whose value depends on the OFDM bandwidth and the clipping level. The mean of $\gamma$ is

$$
\bar{\gamma}=\frac{2 \sqrt{2}}{\sqrt{3 \pi}} \frac{1}{A / \sigma},
$$

where $2 \sigma^{2}$ is the average power of the OFDM signals. Because $\beta^{(\text {opt })} \hat{f}_{n}$ must be close to $f_{n}$ at the positions of most peaks of $f_{n}$, we may estimate the mean of $\beta^{(\mathrm{opt})}$ as

$$
\begin{equation*}
\bar{\beta}=\frac{1}{\bar{\gamma}}=\frac{\sqrt{3 \pi} A}{2 \sqrt{2} \sigma} \tag{5.53}
\end{equation*}
$$

Remark 5.5 (Choice of $A$ ). As with other clipping-based PAR-reduction algorithms, the choice of $A$ relies mainly on experiments. In general, $A$ should be small if a large PAR reduction is required, and $A$ should be relatively large if fast execution is desired.

Remark 5.6 (Further Discussion). Our algorithm is effective for large $N$ and for OFDM symbols with a large PAR. This finding can be intuitively explained as follows:

1. Because SLM with a small number of candidates can effectively reduce the PAR, when $N$ is large, a large number of sign sequences must exist that can effectively reduce the PAR. Consequently, the sign sequence obtained from rounding the clipping noise has a high probability of belonging to these sign sequences.
2. The PAR-reduction performance of our algorithms is determined mainly by the errors in estimating the size of $\mathcal{S}$ and in rounding $\beta^{(\mathrm{opt})} D_{k}$ to 2 or 0 . In the next section, we will see that using the average size of $\mathcal{S}$ leads to smaller PAR reduction than using the adaptive size of $\mathcal{S}$, while using $\beta^{(\text {opt })}$ or $\bar{\beta}$ gives virtually the same PAR reduction. Therefore, the accuracy of estimating the size of $\mathcal{S}$ plays a more important role in our algorithm than in the minimization of the rounding error.
a) Effect of the error of estimating the size of $\mathcal{S}$.

If such an estimation error occurs, we either have rounded too many $D_{k}$ 's to 2 or rounded too many $D_{k}$ 's to 0 . In either case, the maximum degradation of peak reduction is

$$
\varepsilon_{d}=\sum_{k \in \mathcal{S}_{e}} \frac{2\left|X_{k}\right|}{\sqrt{N}}
$$

where $\mathcal{S}_{e}$ is the difference between the $\mathcal{S}$ we are using and the optimum $\mathcal{S}$. Thus, $\mathcal{S}_{e}$ is small when $N$ is large.
b) Effect of the error of rounding $\beta^{(\mathrm{opt})} D_{k}$ to 2 or 0 .

Ideally, a peak canceling signal is a series of pulses, which cancels the large peaks in the OFDM signal without introducing any new peaks or increasing any small peaks. Such an ideal signal does not exist because of the spectrum constraints on the peak canceling signals.

In our algorithms, the rounding error adds new peaks to the OFDM signal. In OFDM signals with small PARs, most peaks have comparable magnitudes. Thus, the new peaks introduced by the rounding error may easily fall on some existing peaks of the OFDM signal. Little PAR reduction can be obtained.

On the other hand, in OFDM signals with large PARs, because the number of large peaks is small [103], the chance that the new peaks introduced by the rounding error fall on the large peaks of the OFDM signal is also small. Thus, the large PAR can be effectively reduced.

### 5.5.3 Complexity Analysis

We analyze the complexity of Algorithm 5.3. The complexity of Algorithm 5.4 and its simplification can be analyzed similarly.

The complexity of our algorithm ${ }^{9}$ is determined by mainly (5.37) and (5.41), where an IDFT and a DFT, respectively, are used. The complexity of the other calculations involved in our algorithm is $\mathcal{O}(N)$ and is independent of $J$. Therefore, the complexity of our algorithm is $\mathcal{O}(N \log N)$. However, because the inputs of the IDFT/DFT in (5.37) and (5.41) are sparse, their execution time is much smaller than the length( $J N$ ) IFFT/FFT.

In Eq. (5.41), the averaged number of nonzero samples in $f_{n}$ can be calculated as [103]

$$
\bar{N}_{f}=J N e^{-A^{2} /\left(2 \sigma^{2}\right)},
$$

where $2 \sigma^{2}=1$ is the mean power of the OFDM signal. $\bar{N}_{f} / N$ is usually small; e.g., $\bar{N}_{f} / N \approx 32 \%$ for $A=4 \mathrm{~dB}$ and $J=4$. Because most samples of $f_{n}$ are 0 , the execution time of (5.41) is much lower than that of a length- $(J N)$ FFT.

[^21]Eq. (5.37) also involves a small-size $\mathcal{S}$. The average size of $\mathcal{S}$ can be calculated as

$$
\mathrm{E}\{I\}=\int_{A}^{\infty} I(r) p(r) d r
$$

where $I(r)$ is the size of $\mathcal{S}$ for $r=\left|x_{n}\right|_{\max }$,

$$
I(r)=\left\lceil\frac{\sqrt{N}(r-A)}{2 \bar{d}}\right\rceil
$$

and $\bar{d}=\mathrm{E}\left\{\left|X_{k}\right|\right\}$. By using the approximated PAR cumulative distribution function (CDF) [36],

$$
\operatorname{Pr}\left(\max \left|x_{n}\right|<r\right) \approx\left(1-e^{-r^{2}}\right)^{\alpha N}
$$

where $\alpha$ is empirically obtained as 2.8 , the probability density function (pdf) of PAR can be found as

$$
p(r)=2 \alpha N r e^{-r^{2}}\left(1-e^{-r^{2}}\right)^{\alpha N-1}
$$

Then,

$$
\mathrm{E}\{I\}=\int_{A}^{\infty}\left\lceil\frac{\sqrt{N}(r-A)}{2 \bar{d}}\right\rceil p(r) d r
$$

When $N=256$ and $A=4 \mathrm{~dB}, \mathrm{E}\{I\} \approx 8.1$ for 4 QAM and $\mathrm{E}\{I\} \approx 8.6$ for 16QAM, where the simulated results are 7.9 and 8.4 , respectively. If the adaptive size of $\mathcal{S}$ is used, $\mathrm{E}\{I\}$ will be a little larger. For example, for $N=256, A=4 \mathrm{~dB}$ and 16QAM symbol input, the mean of the adaptive size of $\mathcal{S}$ obtained by simulation is 12.6. In any case, the execution time of (5.37) is much less than that of a length- $(J N)$ IFFT.

To simplify the execution time comparison, we loosely upper bound the execution time of Algorithm 5.3 as two FFTs per iteration. With similar analysis, we can show that the execution time upper-bounds of Algorithm 5.4 and its simplification are three and two FFTs per iteration, respectively.

### 5.5.4 Simulation Results

In this section, we compare the CGS algorithm with SLM, PTS, derandomization, and tone reservation techniques for a 256 -subcarrier OFDM system with unit-energy 64QAM. Four times oversampling $(J=4)$ is used in optimization and eight times oversampling $(J=8)$ is used in calculating the PAR after an optimal sign sequence is selected. For CGS, the average $\beta^{(\mathrm{opt})}, \bar{\beta}$, and the adaptively calculated size of $\mathcal{S}$
are used (see Remarks 5.3 and 5.4). The adaptive scaling algorithm [103] with eight iterations is used for tone reservation, where randomly-selected $1 / 6$ subcarriers are reserved for PAR reduction. Thus, the amount of redundancy is the same in tone reservation and CGS. The execution time of the tone reservation is the same as that of CGS with eight iterations.

Fig. 5.15 compares the PAR reduction of these algorithms in terms of the PAR complementary cumulative distribution function (CCDF) $F\left(\xi_{0}\right)=\operatorname{Pr}\left[\xi>\xi_{0}\right]$. The PAR reduction of the tone reservation is about 0.1 dB larger than that of CGS with eight iterations at $F\left(\xi_{0}\right)=10^{-3}$, and is the same at $F\left(\xi_{0}\right)=10^{-4}$ (about 5.9 dB ). However, tone reservation leads to a 0.42 dB average power increase, which translates into a BER increase, while CGS does not change the average power.


Figure 5.15: PAR reduction comparison of CGS with $\bar{\beta}$ and adaptive size of $\mathcal{S}$, SLM, PTS, derandomization and tone reservation, where $N=256$, and 64QAM symbol input is used.

At $F\left(\xi_{0}\right)=10^{-4}$, the PAR reduction of CGS with eight iterations is about 2.1 dB larger than that of SLM with 16 candidates, 1.4 dB larger than that of PTS with eight randomly partitioned subgroups, and 0.9 dB larger than that of the derandomization
algorithm. In this experiment, both SLM and CGS require 16 FFTs per OFDM block. PTS must test $2^{7}=128$ combinations.

CGS with one iteration obtains a 3.2 dB PAR reduction, which is about 0.3 dB larger than that of SLM with four candidates. In this experiment, CGS and SLM require two and four FFTs per OFDM block, respectively.

Table 5.6 lists the averaged running time of these algorithms obtained on a Pentium IV 3.40G computer using Matlab R14 Service Pack 2. The time used by CGS with eight iterations is only $89 \%$ of that of SLM with 16 candidates, $9.4 \%$ of that of PTS with eight subgroups, and $1.4 \%$ of that of the derandomization algorithm.

Table 5.6: Averaged running time of CGS, SLM, PTS and the derandomization algorithm, where $N=256$, and 64QAM symbol input is used.

|  | Averaged Computation Time <br> (millisecond) |
| :--- | :--- |
| CGS, $A=4 \mathrm{~dB}, L=8$ | 4.9 |
| SLM, $K=16$ | 5.5 |
| PTS, $G=8$ | 52.1 |
| Derandomization | 362.0 |

We now compare SLM, PTS, derandomization, and CGS by observing the Power Spectrum Density (PSD) of the output of the OFDM transmitter, where the peakreduced OFDM signal is passed through a Solid State Power Amplifier (SSPA) [1],

$$
y(t)=\frac{|x(t)|}{\left(1+\left(\frac{|x(t)|}{C}\right)^{2 p}\right)^{\frac{1}{2 p}}} e^{j \phi(t)}
$$

where $x(t)=|x(t)| e^{j \phi(t)}$ is the input, and $y(t)$ is the output of SSPA. Usually, $p=3$ for practical SSPA. In our simulations, we choose $C=6 \mathrm{~dB}$. Fig. 5.16 shows the result. CGS with eight iterations leads to only -40 dB out-of-band radiation, which is 1 dB lower than that of derandomization, 8 dB lower than that of PTS with eight subgroups, 9 dB lower than that of SLM with 16 candidates, and 12 dB lower than that without using any PAR-reduction techniques, respectively.

Fig. 5.17 compares Algorithm 5.4 with different configurations including $\bar{\beta}+$ average size of $\mathcal{S}, \bar{\beta}+$ adaptive size of $\mathcal{S}, \beta^{\text {(opt })}+$ average size of $\mathcal{S}$, and $\beta^{(\mathrm{opt})}+$ adaptive


Figure 5.16: Power spectrum density of SLM, PTS, derandomization and CGS, where $N=256$, and 64QAM symbol input is used.
size of $\mathcal{S}$. 256 subcarriers and 16QAM symbols are used. Using the adaptive size of $\mathcal{S}$ leads to larger PAR reduction than using the average size of $\mathcal{S}$. On the other hand, using $\beta^{(\text {opt })}$ leads to virtually the same PAR reduction as using $\bar{\beta}$. The execution time is three FFTs per iteration when $\beta^{(\mathrm{opt})}$ is used while the execution time is two FFTs per iteration when $\bar{\beta}$ is used.

Fig. 5.18 compares Algorithm 5.4 with eight iterations but different clipping level A. 256 subcarriers and 16QAM symbols are used, and the CGS configuration is $\bar{\beta}+$ adaptive size of $\mathcal{S}$. $A=4 \mathrm{~dB}$ leads to the largest PAR reduction. Other choices of $A$ lead to performance degradation. However, the largest performance degradation is only about 0.9 dB . Therefore, our algorithm is not overly sensitive to the choice of $A$.

Fig. 5.19 compares CGS with $\bar{\beta}+$ adaptive size of $\mathcal{S}$ and SLM for OFDM systems with different numbers of subcarriers, where the other parameters are same. When the number of subcarriers doubles, the PAR reduction of both algorithms decreases by about 0.4 dB .


Figure 5.17: PAR reduction comparison of different configurations of CGS, where $N=256$, and 16QAM symbol input is used.


Figure 5.18: PAR reduction comparison of CGS with $L=8$ and different $A$, where $N=256$, and 16QAM symbol input is used.


Figure 5.19: PAR reduction comparison of CGS and SLM for different $N$, where $K=16$ for $\mathrm{SLM}, L=8$ and $A=4 \mathrm{~dB}$ for CGS, and 16QAM symbol input is used.

### 5.6 Conclusions

In this chapter, we proposed an adaptive mapping scheme for the sign-selection PARreduction technique to eliminate side information. We also proposed several algorithms (based on using a stochastic search or the clipping noise as a guide) to solve the associated discrete optimization problem of the sign-selection technique. The complexity analysis and simulation confirmed the complexity advantages of the proposed algorithms compared to the selective mapping and the derandomization algorithms.

## Chapter 6

## Coding Technique

We generalize the Rudin-Shapiro sequences [24-26] and study their availability for combining the multiple signal representation techniques to further reduce the PAR.

### 6.1 Rudin-Shapiro Sequence for MPSK Symbols

The ordinary Rudin-Shapiro sequence is used only for BPSK. However, this sequence can be easily extended to encode $n$ MPSK symbols:

$$
\begin{align*}
& p_{i+1}(z)=p_{i}(z)+z^{2^{i}} e^{j \phi_{i}} q_{i}(z),  \tag{6.1}\\
& q_{i+1}(z)=p_{i}(z)-z^{2^{i}} e^{j \phi_{i}} q_{i}(z), \tag{6.2}
\end{align*}
$$

where $p_{0}(z)=q_{0}(z)=1$, and $\phi_{i}$ are MPSK symbols. The PAR of $p_{n}(z)$ or $q_{n}(z)$ is no larger than 2.
$p_{n}(z)$ and $q_{n}(z)$ can be written in matrix form in accordance with

$$
\begin{align*}
p_{n}(z) & =\mathbf{z} e^{j \mathbf{p}_{n}} \\
q_{n}(z) & =\mathbf{z} e^{j \mathbf{q}_{n}} \tag{6.3}
\end{align*}
$$

where $\mathbf{z}=\left[\begin{array}{llll}1 & z & \cdots & z^{N-1}\end{array}\right], e^{j \mathbf{p}_{n}}=\left[\begin{array}{llll}e^{j p_{0}} & e^{j p_{1}} & \cdots & e^{j p_{N-1}}\end{array}\right]^{T}, N=2^{n}$ is the sequence length, and $\mathbf{p}_{n}, \mathbf{q}_{n}$ are the corresponding MPSK phase vectors. By defining the input symbol vector $\mathbf{u}=\left[\begin{array}{lll}\phi_{0} & \cdots & \phi_{n-1}\end{array}\right]$, the encoding from $\mathbf{u}$ to $\mathbf{p}_{n}$ and $\mathbf{q}_{n}$ can be written as

$$
\begin{align*}
& \mathbf{p}_{n}=\mathbf{u G}+\mathbf{r}_{n}^{(p)}  \tag{6.4}\\
& \mathbf{q}_{n}=\mathbf{u G}+\mathbf{r}_{n}^{(q)} \tag{6.5}
\end{align*}
$$

where $\mathbf{G}$ is the $n \times N$ generating matrix, and $\mathbf{r}_{n}^{(p)}$ and $\mathbf{r}_{n}^{(q)}$ are the corresponding phase compensation vectors with

$$
\left.\begin{array}{l}
\mathbf{r}_{0}^{(p)}=\mathbf{r}_{0}^{(q)}=[0
\end{array}\right], \begin{aligned}
& \mathbf{r}_{n}^{(p)}=\left[\begin{array}{ll}
\mathbf{r}_{n-1}^{(p)} & \mathbf{r}_{n-1}^{(q)},
\end{array}\right] \\
& \mathbf{r}_{n}^{(q)}=\left[\begin{array}{ll}
\mathbf{r}_{n-1}^{(p)} & \overline{\mathbf{r}_{n-1}^{(q)}},
\end{array}\right] .
\end{aligned}
$$

Here, $\overline{\mathbf{a}}$ represents the element-wise $\pi$ 's complementary (i.e., for each element of $\mathbf{a}$, $\overline{0}=\pi$ and $\bar{\pi}=0$ ). The generation matrix $\mathbf{G}$ can be constructed such that its $i$-th row $\mathbf{G}_{i *}$ has the form

$$
\begin{align*}
\mathbf{G}_{i *} & =\underbrace{\left[\begin{array}{lll}
\hat{\mathbf{g}}_{i} & \hat{\mathbf{g}}_{i} & \cdots
\end{array}\right]}_{2^{n-i+1} \text { items }}, \quad i=1, \ldots, n  \tag{6.9}\\
\hat{\mathbf{g}}_{i} & =\left[\begin{array}{ll}
\mathbf{0}_{1 \times 2^{i-1}} & \mathbf{1}_{1 \times 2^{i-1}}
\end{array}\right] \tag{6.10}
\end{align*}
$$

where $\mathbf{0}_{1 \times 2^{i-1}}$ and $\mathbf{1}_{1 \times 2^{i-1}}$ represent the length $2^{i-1}$ all 0 and all 1 row vectors, respectively. Like the coding rate of the original Rudin-Shapiro sequence, the coding rate is

$$
\begin{equation*}
R=\frac{n}{N}=\frac{n}{2^{n}} \tag{6.11}
\end{equation*}
$$

### 6.2 Further Generalization of Rudin-Shapiro Sequence

A further generalization of the Rudin-Shapiro Sequence can be obtained by extending $p_{0}(z)$ and $q_{0}(z)$ to length- $m$ polynomials with each containing $m-1$ PSK symbols in accordance with

$$
\begin{align*}
& p_{0}(z)=1+z e^{j \phi_{0}}+z^{2} e^{j \phi_{1}}+\cdots+z^{m-1} e^{j \phi_{m-2}}  \tag{6.12}\\
& q_{0}(z)=1+z e^{j \phi_{m-1}}+z^{2} e^{j \phi_{m}}+\cdots+z^{m-1} e^{j \phi_{2 m-3}} \tag{6.13}
\end{align*}
$$

where $m \geq 1$, and $e^{j \phi_{k}} \triangleq 0$, when $k<0$ (i.e. $p_{0}(z)=q_{0}(z)=1$ when $m=1$ ). Correspondingly, the recursive generation functions are

$$
\begin{align*}
& p_{i+1}(z)=p_{i}(z)+z^{2^{i} m} e^{j \phi_{i+2 m-2}} q_{i}(z)  \tag{6.14}\\
& q_{i+1}(z)=p_{i}(z)-z^{2^{i} m} e^{j \phi_{i+2 m-2}} q_{i}(z) \tag{6.15}
\end{align*}
$$

We then find

$$
\begin{equation*}
\operatorname{PAR}\left(p_{n}(z)\right)=\frac{1}{N} \max _{z}\left|p_{n}(z)\right|^{2} \leq 2 m \tag{6.16}
\end{equation*}
$$

The coding rate of this generalized Rudin-Shapiro sequence is

$$
\begin{equation*}
R=\frac{n+2 m-2}{2^{n} m} . \tag{6.17}
\end{equation*}
$$

The generation matrix $\mathbf{G}$ can be constructed recursively in accordance with

$$
\mathbf{G}= \begin{cases}{\left[\begin{array}{cc}
\mathbf{G}_{n-1} & \mathbf{G}_{n-1} \\
\mathbf{0}_{1 \times\left(2^{n-1} m\right)} & \mathbf{1}_{1 \times\left(2^{n-1} m\right)}
\end{array}\right],} & N>1  \tag{6.18}\\
{\left[\begin{array}{cc}
\mathbf{G}_{0}^{(p)} & \mathbf{G}_{0}^{(q)} \\
\mathbf{0}_{1 \times m} & \mathbf{1}_{1 \times m}
\end{array}\right],} & N=1\end{cases}
$$

where

$$
\begin{align*}
\mathbf{G}_{0}^{(p)} & =\left[\begin{array}{lc}
\mathbf{0}_{(m-1) \times 1} & \mathbf{I}_{(m-1)} \\
\mathbf{0}_{(m-1) \times 1} & \mathbf{0}_{(m-1) \times(m-1)}
\end{array}\right],  \tag{6.19}\\
\mathbf{G}_{0}^{(q)} & =\left[\begin{array}{ll}
\mathbf{0}_{(m-1) \times 1} & \mathbf{0}_{(m-1) \times(m-1)} \\
\mathbf{0}_{(m-1) \times 1} & \mathbf{I}_{(m-1)}
\end{array}\right], \tag{6.20}
\end{align*}
$$

with $\mathbf{I}_{(m-1)}$ representing $(m-1)$-by- $(m-1)$ identity matrix.
The PAR of the generalized Rudin-Shapiro sequence is determined by only its initial sequence. Suppose the PAR of $p_{0}(z)$ and $q_{0}(z)$ is upbounded by $\mathrm{PAR}_{0}$; then, $\mathrm{PAR}_{p_{n}} \leq 2 \mathrm{PAR}_{0}$. Therefore, by reducing the PAR of $p_{0}$ and $q_{0}$, the PAR of $p_{n}$ can also be reduced.

### 6.3 Simulation Results

Fig. 6.1 shows the PAR CCDF of the generalized Rudin-Shapiro sequences, where the length of the coded sequences is $N=128$. Different lengths of the initial sequences are simulated. The PAR is upbounded by $2 m$. A larger $m$ gives a larger coding rate, but leads to a larger PAR. When $m$ is large $(m=32)$, the PAR CCDF is close to that of the uncoded OFDM sequences. On the other hand, if the optimal signs of the initial sequences are used, the PAR of the generalized Rudin-Shapiro sequence can be significantly reduced. For example, when $m=8$, and the signs of initial sequences are not optimized, the PAR is about 10.5 dB at PAR CCDF of $10^{-4}$. However, when optimal signs are used for the initial sequences, the PAR is reduced to only 6.8 dB .


Figure 6.1: PAR CCDF of the generalized Rudin-Shapiro sequence for different $m$.

### 6.4 Conclusions

In this chapter, we generalized the Rudin-Shapiro sequences. Constructed from an initial PSK sequence, the generalized sequence increases the coding rate at the cost of an increased PAR. By optimizing the signs of the initial sequence, the PAR of the generalized sequence can be further reduced.

## Chapter 7

## Conclusions and Future Work

### 7.1 Conclusions

In this thesis, we analyzed the PAR of OFDM systems and the amplitude clipping of OFDM signals with large peaks. Several PAR-reduction algorithms were proposed in Chapters 4 to 6 .

Chapter 4 analyzed the clipping noise by approximating it as a series of parabolic pulses. Both the case in which the clipping noise consists of a single pulse and the case of multiple pulses have been discussed. Our analysis explained the peak regrowth and the constant clipping noise power spectrum over the whole OFDM band. We also established the roughly proportional relationship between the clipping noise at the end of several clipping and filtering iterations, and that generated in the first iteration. The constant of proportionality was estimated by using the level-crossing theory $[15,16]$.

In Chapter 4, a constant-scaling algorithm and an adaptive-scaling algorithm were proposed to reduce the PAR under the tone-reservation constraints. These algorithms scale the filtered first-iteration clipping noise by a constant or adaptively-calculated factor to compensate for peaks above the threshold. Analysis and simulation results showed that our proposed algorithms achieved a larger PAR reduction and lower complexity than the active-set algorithm. We also proposed a fast method to calculate the PAR and to find the clipping noise. This method can also be used in other PARreduction techniques such as SLM and PTS.

Chapter 5 focused on reducing the PAR by using the sign-selection technique. We first proposed an adaptive mapping scheme to eliminate the need for side information
at the receiver. Then, several algorithms were proposed to solve the discrete optimization problem associated with the sign-selection technique. The modified PTS algorithm first applied an initial sign sequences to the OFDM block, and then partitioned the OFDM block into subblocks and optimized the sign of each subblock to minimize the PAR. The recursive partial sequence algorithm also partitioned the OFDM block into subblocks. A suboptimal sign sequence was found by first minimizing the PAR of each subblock by optimizing the signs of the data symbols in this subblock, and then iteratively optimizing the sign of each subblock. The CESS algorithm used the CE method to solve the discrete optimization problem. The CGS algorithm used the clipping noise to guide the sign optimization. These algorithms offer a flexible tradeoff between PAR reduction and execution time, and obtain a larger PAR reduction than that obtained by existing techniques.

In Chapter 6, we generalized the Rudin-Shapiro sequences [24-26]. Constructed from an initial PSK sequence, the generalized sequence increased the coding rate at the cost of an increased PAR. By optimizing the signs of the initial sequence, the PAR of the generalized sequence can be further reduced.

### 7.2 Future Work

The search for fast algorithms to achieve large PAR reduction for OFDM systems still faces many challenges. Future research could be carried out on the following topics:

- The PAR distribution of the peak reduced OFDM signal for the low clipping threshold.

In this thesis, we have derived the proportionality between the total clipping noise and the clipping noise generated in the first iteration. The PAR distribution of the peak reduced OFDM signal can then be derived for iterative clipping and filtering. However, when the clipping threshold is relatively low, the proportionality is biased by the interactions of the neighboring clipping pulses. Therefore, calculating the PAR distribution of the peak reduced OFDM signal is complicated. Future research on this topic would facilitate the evaluation and comparison of different clipping-based algorithms, and would help to develop new PAR-reduction algorithms to find the optimal solution.

- The optimal clipping threshold for clipping-based PAR-reduction algorithms. Hitherto, the optimal clipping threshold for clipping-based PAR-reduction algorithms have been determined by simulation. Our research in this thesis showed that the optimal clipping threshold is closely related to the strength of the time-domain sidelobes of the reserved tones. In other words, if the number of reserved tones is small and/or the reserved tones are consecutive (i.e., large sidelobes), the optimal clipping threshold should be large. If a large number of reserved tones are randomly selected, the clipping threshold should be low. A theoretical study of the optimal clipping threshold may need to identify the PAR distribution of the peak reduced OFDM signal.
- Power increase in tone-reservation and ACE.

A side effect of tone-reservation and ACE is that the average power is increased after PAR reduction. Although such a power increase is small, it should still be minimized while reducing the PAR. We observed in Section 4.4 that the active-set algorithm gives rise to the smallest average power increase among the algorithms we compared. However, the PAR reduction of the active-set algorithm is inferior to that of the adaptive-scaling algorithm. Future research may combine the active-set and adaptive-scaling algorithms to minimize both the PAR and the average power increase.

- Low complexity algorithm for evaluating the PAR without IFFT.

All sign-selection algorithms must calculate the time-domain samples and evaluate the PAR of a large number of sign-sequence candidates. In this thesis, we proposed a fast algorithm to calculate the PAR without computing the magnitudes of all the time-domain samples. However, calculating the time-domain samples of a sign sequence still requires an IFFT. This requirement is costly because of the need to calculate a large number of candidates. A low complexity algorithm for evaluating the PAR without IFFT would allow us to use more sign-sequence candidates to find a larger PAR reduction. Such an algorithm would also facilitate the use of clipping-based algorithms because they also require FFT/IFFT to compute the clipping noise in the time and frequency
domains.

- Fast CESS algorithms.

The CESS algorithm proposed in this thesis still requires a large number of sign-sequence candidates to obtain a large PAR reduction, because a relatively large number of candidates are required in each iteration to ensure a small variance in estimating the PAR distribution. Future research may find a better probability-estimation algorithm that estimates the PAR distribution with acceptable variance by using a small number of candidates. Moreover, a deterministic version of CESS may outperforms the stochastic one proposed in this thesis.

- The relationship between the clipping noise and the optimal signs.

Section 5.5 showed that the suboptimal signs for the sign-selection technique may be found by using the clipping noise. However, the relationship between the clipping noise and the optimal signs still requires further study. In this thesis, the suboptimal signs were found by rounding the magnitude of the clipping noise in the frequency domain to 0 or 2 , and by minimizing the upper bound of the rounding error. A more accurate estimation of the rounding error may lead to faster convergence. Also, the rounding error is not directly related to the PAR. Thus, a more appropriate criterion needs to be derived to obtain a larger PAR reduction.

- Low PAR codes with a high coding rate and PAR reduction for MIMO OFDM systems.
- Peak reduction criteria using a more appropriate measure than the PAR.

The purpose of peak reduction is to minimize the inband distortion and out-ofband radiation caused by the nonlinearity of HPA. A small PAR does not always imply a small inband distortion and out-of-band radiation. Peak-reduction criteria using other measures have also been studied based on simulations [238240]. [239] observed that, when nonlinear amplification is allowed to some extent, the distribution of the envelope, rather than that of the PAR, is a more rele-
vant measure. A theoretical analysis and comparison of different peak-reduction criteria would help to develop more efficient peak-reduction algorithms.
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[^0]:    ${ }^{1}$ In this thesis, the execution time is counted as the required number of real multiplications/additions.

[^1]:    ${ }^{1}$ The bandwidth of the compressed signal is the same as the original signal only when the companding transform is applied to the Nyquist-rate samples. However, the PAR-reduction performance is poor in this case.

[^2]:    ${ }^{2}$ The channel distortion and channel noise degrade the performance of clipping noise cancelation.

[^3]:    ${ }^{3}$ To ensure the active set criteria, generally all samples of $\hat{\mathbf{x}}$ outside the active set must be tested.

[^4]:    ${ }^{4}$ By using the multiplier-accumulator, the execution time of the multiplication is comparable to that of the addition.

[^5]:    ${ }^{5}$ If the IFFT of a subblock $\mathbf{X}_{k}$ has been obtained, the IFFT of these operations can be readily obtained without any arithmetic operation.

[^6]:    ${ }^{1}$ If $N_{r}=R N$ tones are reserved, the variance of $x_{R}(t)$ and $x_{I}(t)$ is then $\sigma^{2} R$.

[^7]:    ${ }^{2}$ Although $\mathcal{R}$ is a discrete set, here, for simplicity, we slightly misuse $\mathcal{R}$ to represent the reserved tones in the continuous frequency domain. In this case, each item $i \in \mathcal{R}$ represents a frequency band with width $\frac{1}{T}$ and the central frequency $\frac{i}{T}$.

[^8]:    ${ }^{3}$ The actual range of $t$ is $-t_{k} \leq t \leq T-t_{k}$. Considering $0 \leq t_{k} \leq T$, we have $-T \leq t \leq T$.

[^9]:    ${ }^{4}(4.38)$ is valid only for the zero-inserting scheme. For the zero-padding scheme, which pads $J N-N$ zeros at the end of an OFDM block, the $\mathcal{R}$ in (4.38) will be $\mathcal{R}=\left\{0,1, \ldots, \frac{N_{r}}{2}-1\right\} \cup\{N-$ $\left.\frac{N_{r}}{2}+1, N-\frac{N_{r}}{2}+2, \ldots, N\right\}$.

[^10]:    ${ }^{5}$ Constant-scaling does not need to find a $\beta^{(\mathrm{opt})}$.

[^11]:    ${ }^{6}$ A similar analysis shows that the complexity of the controlled clipper algorithm [18] is $\mathcal{O}\left(N^{2}\right)$.

[^12]:    ${ }^{7}$ As in [86], the same number of iterations has to be performed at the receiver to cancel the clipping noise.

[^13]:    ${ }^{8}$ We do not need to consider a large $n$ because, at a large $n, \rho_{x}(n)$ is virtually 0 .

[^14]:    ${ }^{9}$ We choose a large oversampling factor $J$ to avoid the case in which the clipping pulse has only one nonzero sample.
    ${ }^{10}$ We may also calculate $\ddot{\sigma}^{2}$ as [15]: $\ddot{\sigma}^{2}=\int \omega^{4} S(\omega) d \omega=\frac{\pi^{4}}{5} W^{4} \sigma^{2}$.

[^15]:    ${ }^{1}$ If all $p_{k}$ are either 1 or $0, \mathbf{p}$ can generate only one sample $\mathbf{d}=\mathbf{p}$.

[^16]:    ${ }^{2}$ The denominator is greater than $n_{s}$ when duplicated low PAR samples are generated.

[^17]:    ${ }^{3}$ To find a near optimal solution, no threshold should be used in Algorithm 5.2.

[^18]:    ${ }^{4}$ When $p=\infty$, this algorithm becomes a special case of [212].
    ${ }^{5}$ The optimal $p$ is usually large. For example, $p^{\text {(opt.) }} \approx 6$ or 7 when $N=128$ and $J=4$.

[^19]:    ${ }^{6}$ A complex multiplication is counted as three real multiplications [192].
    ${ }^{7}$ The detailed execution time of derandomization is as follows: Calculating $a_{n, k}: 3 J N^{2}$ real multiplications, $\mu a_{n, k}: 2 J N^{2}$ real multiplications, $\cosh \left(\mu a_{n, k}\right): 2 J N(N-1)$ hyperbolic functions, $\prod \cosh \left(\mu a_{n, k}\right): 2 J N(N-2)$ real multiplications, $\sinh \left(\mu a_{n, k}\right): 2 J N(N-1)$ real multiplications, $\sinh \left(\mu \sum_{r=1}^{k-1} s_{r} a_{n r}\right): 2 J N(N-2)$ hyperbolic functions, and calculating signs: $4 J N(N-1)$ real multiplications.

[^20]:    ${ }^{8}$ We do not exploit this freedom in Algorithm 5.3 because we do not calculate $\beta^{(\mathrm{opt})}$.

[^21]:    ${ }^{9}$ Here, the Runtime Step 1 is excluded because it is required in all OFDM systems whether or not PAR-reduction techniques are involved.

