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Abstract

Multiple-input multiple-output (MIMO) systems, characterized by multiple antenna transceivers, add a ‘space’ dimension to signal processing for wireless communication. Conventionally, the degrees of freedom (DoFs), i.e., the number of independent data streams that can be transmitted or received, available in the space dimension are utilized to improve the quality-of-service and the data rates. In other words, the spatial DoFs are exploited to gain diversity and multiplexing benefits. However, these DoFs may be used for other purposes (including multicasting, duplexing, and multipath resolution), which are conceivable given the emerging trend of accommodating more and more antennas in wireless terminals. Developing new physical layer signal processing techniques to realize such non-conventional benefits and ascertaining their viability through performance analysis are the main goals of this thesis. GSVD beamforming, which generalizes eigenmode transmission and zero forcing beamforming techniques for two-user MIMO downlink channels, and spatial multipath resolution, a unique application of spatial signal processing to mitigate multipath fading, are proposed here for the first time. Moreover, beamforming techniques for physical-layer multicasting and space division duplexing are developed in detail; the exact performance of channel inversion power allocation over eigenmode transmission is characterized. This thesis develops each of those contributions in detail.
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Chapter 1

Introduction

1.1 Background

Led by the growth of cellular networks, wireless local/metropolitan area networks, and personal area networks, wireless communication technologies are providing ubiquitous access to information, revolutionizing virtually every aspect of our lives. For example, most consumer electronic devices, from smart phones, tablets, and notebooks to cameras, printers, and televisions, have built-in wireless connectivity. Central to these technologies is the ability to transmit data from the source wireless terminal (known as, the transmitter) in the form of a radio signal (i.e., data mapped as symbols onto radio waves) and reliably recover the data at the destination terminal (known as, the receiver) from the noisy and possibly distorted version of the signal received. Depending on the radio propagation environment, various signal processing techniques are utilized to satisfy the end-user requirements such as the desired minimum data rate and the tolerable maximum error rate. Bandwidth and transmit power are the major resources in wireless communication; both are expensive, and bandwidth is scarce and needs to be shared among the coexisting wireless systems. Consequently, efficient resource utilization is an important consideration with signal processing techniques.

Developing novel signal processing techniques is crucial to keep abreast with the increasing demand for faster, reliable, and seamless wireless connectivity. The ITU IMT-advanced requirements\(^6\) for the fourth-generation cellular systems (e.g., the 3GPP LTE-advanced\(^7\) standard), for instance, call for data rates up to 1 Gbps

\(^{6}\) ITU IMT-advanced

\(^{7}\) 3GPP LTE-advanced
for fixed/nomadic users and 100 Mbps for mobile users. Several new signal processing techniques, including multiple-input multiple-output (MIMO) [8] and orthogonal frequency division multiplexing (OFDM) [9] technologies, have been fundamental to achieving such data rates, which are an increase in orders of magnitude over the third-generation peak data rates (i.e., 2 Mbps and 384 kbps for nomadic and mobile users, respectively) a decade ago. Given the incessant demand for higher data rates [10] and improved quality-of-service, the next-generation wireless systems will require similar advancement and, hence, the development of new signal processing techniques.

A communication system has a layered architecture, perceived as a stack of ‘layers’ encompassing different functionalities. (The open systems interconnection model [11] is an example of such architecture.) The physical layer lies at the bottom of this stack and defines the system’s interaction with the physical communication medium, for example, in terms of modulation, channel coding, and beamforming techniques. Since the interaction between the layers dictates how the system functions, the physical-layer techniques and other intermediate-layer techniques are designed and optimized to suit the application layer, which resides at the top of this stack and defines the end-user experience of the services.

This doctoral thesis focuses on developing novel signal processing techniques for the physical layer of MIMO systems, which are wireless communication systems with terminals supporting multiple transmit and receive antennas. The remainder of this section explains the technical background; the following sections present motivation, thesis outline, and the contributions of this thesis.

### 1.1.1 Wireless Channel

A wireless communication system comprises wireless terminals and the wireless channel [12, Ch. 2] — or simply, the channel (Fig. 1.1) — the radio wave propagation medium existing between them. The channel and the transceivers (i.e., transmitters and receivers) attenuate and/or amplify the signal, the cumulative effect of which is manifested as a complex channel gain. Moreover, various phenomena related to the wireless medium and the radio transceiver circuitry corrupt the received
signal by introducing noise. Therefore, the received signal $y$ corresponding to a transmitted signal $x$ may be mathematically modeled as

$$y = h \cdot x + n,$$

(1.1)

where $h$ and $n$, respectively, denote the channel gain and the additive noise. Here, $x$ represents the data mapped onto symbols by using a modulation scheme [13, Ch. 5]. The additive noise $n$ arises mainly due to the thermal agitation of electrons; it is uniformly distributed across the entire bandwidth and hence referred to as white noise, and thus denoted as additive white Gaussian noise [14, Sec. 2.2]. The gain $h$ reflects the channel state. The receiver uses the channel-state information (CSI), an estimate of $h$ gained through the channel-estimation process, in signal detection, i.e., to determine $x$ from $y$ within a level of reliability dictated by the noise statistics and quantified in terms of the symbol error rate (SER), or how often the received symbols get detected incorrectly. The average SER of a wireless system typically improves with the signal to noise ratio (SNR) [12, Eqn. (3.9)], which is the ratio of the average signal power to the average noise power. The rate of improvement depends on the system and the channel, and relates to the diversity order (see Subsection 1.1.3). Moreover, the channel has a maximum SNR-dependent data rate achievable with an arbitrarily small SER, known as the channel capacity [12, Ch. 5]. Wireless systems rarely operate in isolation; therefore, interference caused by other wireless systems as well the electromagnetic interference caused by various external sources gets added to $y$ in (1.1). In many wireless systems, including the

\[1\]The qualifier ‘average’ is implied where it is subsequently omitted for brevity.
cellular networks, such interference has a more detrimental effect on the systems’ performance than noise.

The channel state itself is random. The random, small-scale fluctuation of the channel gain, due to reflection and scattering caused by the obstacles in the radio propagation environment, is known as fading [12, Sec. 2.1]. Fading is flat (or, frequency flat), if all frequency components of the signal are affected alike so as not to significantly distort the transmitted symbols. The opposite, the frequency selective fading condition, results from delayed reception of the signal over multiple signal propagation paths and affects the frequency components differently, causing the symbols to spread in time. Because of spreading, each symbol interferes with the reception of subsequent symbols, an effect known as the inter-symbol interference (ISI), making symbol-by-symbol signal detection impossible. Equalization [14, Sec. 10.2] and OFDM are among the techniques used to mitigate the ISI.

Channel estimation, which consumes additional bandwidth and transmit power, is typically performed once per each block of symbols; longer block lengths are desirable provided that the variation of the channel within each block is insignificant, given the amount of fading. The block fading assumptions used in performance analysis thus regard the channel as not varying within a block of symbols, simplifying the analysis and simulation of wireless systems.

1.1.2 MIMO Technology

Figure 1.2: A $2 \times 3$ MIMO system.
Conventionally, each transceiver is equipped with a single antenna. The corresponding channel is designated as single-input single-output. A multiple-input multiple-output (MIMO) channel (Fig. 1.2) arises when each transceiver supports synchronous data transmission/reception over multiple antennas [8, 15]. It can be represented as a matrix $H \in \mathbb{C}^{N_r \times N_t}$ of complex numbers, where $N_t$ and $N_r$ denote the numbers of transmitter and receiver antennas, respectively. The element $h_{i,j} = H(i,j)$ represents the channel gain between the $j^{th}$ transmitter antenna, $1 \leq j \leq N_t$, and the $i^{th}$ receiver antenna, $1 \leq i \leq N_r$. The $h_{i,j}$s are not necessarily independent; however, they fluctuate randomly, because of fading. Therefore, $H$ is modeled as a random matrix and analyzed by using random matrix theory [16].

![Figure 1.3: The basic MIMO system model.](image)

Under flat fading, the channel output is modeled (Fig. 1.3) as dependent only on its present input and the state $H$. Thus, for a transmitted signal $x \in \mathbb{C}^{n \times 1}$, we get a signal $y \in \mathbb{C}^{n \times 1}$ of the following form as the detector input:

$$y = R(HWx + n).$$

$n \in \mathbb{C}^{N_r \times 1}$ represents the additive noise. Signal processing is typically assumed to be linear, and, therefore, the matrices $W \in \mathbb{C}^{N_t \times n}$ and $R \in \mathbb{C}^{n \times N_r}$ represent the transmitter precoding and receiver reconstruction operations, respectively. The choice of $x$, $W$, and $R$ is central to many MIMO signal processing techniques (see Subsection 1.1.4).

However with frequency-selective fading, (1.2) becomes a discrete convolution, since the corresponding channel output depends on both the present and past inputs. Chapter 4 investigates such a MIMO system.
1.1.3 Fundamentals

(DoFs, Virtual Channels, Diversity, Multiplexing, and Multicasting)

Each independent data stream that a wireless terminal may transmit and/or receive corresponds to a single *degree of freedom* (DoF) [17]. The spatial DoFs thus dictate the maximum number of data streams that may be accommodated in the space dimension alone. Depending on the communication system, the DoFs may exist over one or more orthogonal dimensions, such as time, frequency, space, and polarization. The total number of DoFs in such cases is the product of those along individual dimensions.

With transmitter and receiver signal processing techniques that may be broadly categorized as channelization schemes, *virtual channels* (VCs), i.e., multiple logical channels, each conveying an independent data stream, can be realized over the physical wireless channel. Accommodating multiple data streams over a channel is known as *multiplexing*, whose extent is quantified by the multiplexing gain [18] that is information theoretically defined as

\[
\lim_{\rho \to \infty} \frac{R(\rho)}{\log(\rho)}.
\]  

(1.3)

\( R(\rho) \) in (1.3) is the data rate achievable with a SNR \( \rho \). For instance, zero forcing (ZF) [19] and space time block codes (STBCs) [20] are two channelization schemes for space-division multiplexing (i.e., for multiplexing in space dimension). The multiplexing gain is limited by the DoFs at each terminal; in space-division multiplexing, the rank of the *effective* MIMO channel the terminal has with the other terminals limits this gain. The rank is typically the minimum of the numbers of transmitter and receiver antennas; it is lower in rank-deficient channels (e.g., key-hole channels [21]). The end-user requirements could restrict further the utilization of the available DoFs for multiplexing.

Noise, interference, and fading are responsible for the symbol errors occurring in wireless communication (see Subsection 1.1.1). The detrimental effects of fading can be alleviated by sending the same information over multiple independently faded paths so that the reliability of reception improves. This approach is known as *diversity* and may be implemented over one or more of the aforementioned dimen-
sions. The diversity order (or diversity gain) quantifies the number of independently faded replicas of a transmitted symbol the destination receives. It may be technically defined [22 Eqn. (3)] as

$$\lim_{\rho \to \infty} -\frac{\log (P_e(\rho))}{\log (\rho)},$$

(1.4)

where $P_e(\rho)$ is the SER corresponding to a SNR $\rho$. Higher diversity orders are generally desired. A zero diversity order implies that the SER does not improve with the SNR; i.e., interference is dominant, not noise. Depending on the channelization technique, each spatially multiplexed data stream between two terminals may experience the same or different diversity gains. Moreover, a diversity–multiplexing trade-off [22] exists in many communication systems.

**Multicasting** [23] is transmitting the same information to a group of receivers known as a multicast group (MG). Subjected to the DoFs at the participating terminals, more than one concurrent multicast communication, having possibly overlapping sets of receivers, can be facilitated. Unicasting involves having one receiver in a MG, while broadcasting corresponds to a MG constituting all the receivers. With the ever increasing end-user demand for wireless multimedia content, multicasting is becoming a core capability of wireless networks. For instance, the IEEE 802.11-2012 standard [24], the latest revision of Wi-Fi, supports broadcast/multicast and unicast data delivery. The phrase ‘broadcast channel’ [25] is used in a loose sense to designate a single source terminal unicasting different messages to multiple destinations. There, the emphasis is on the broadcast nature of the underlying physical wireless channel and not on the unicast nature of the individual VCs.

### 1.1.4 Beamforming

Beamforming techniques [26] are channelization schemes that typically use linear signal processing at the transceivers, relying on the availability of the CSI to accommodate ideally non-interfering VCs in the space dimension. Each VC being single-input single-output, the modulation, coding, and resource allocation techniques for single-antenna systems can be applied unaltered on the VCs, thus rendering beamforming techniques attractive. Beamforming may be achieved through transmitter
processing, receiver processing, or joint transmitter–receiver processing. Given the MIMO channel \( \mathbf{H} \) in (1.2), beamforming involves choosing the transmit precoding and receiver reconstruction matrices \( \mathbf{W} \) and \( \mathbf{R} \), also known as the transmit and receiver beamforming matrices, such that the product \( \mathbf{RHW} \) has the desired diagonal structure. Eigenmode transmission [8] and ZF [19] are two examples of beamforming techniques; eigenmode transmission uses the singular value decomposition (SVD) to jointly compute \( \mathbf{R} \) and \( \mathbf{W} \), whereas ZF uses the pseudo-inverse of \( \mathbf{H} \) as one of them (and an identity matrix as the other).

Most beamforming techniques require CSI at the transmitter, or equivalently, feeding back the transmit beamforming matrices computed at the receiver to the transmitter. Despite the resulting complexity, such joint transmitter–receiver processing allows optimal performances. For example, eigenmode transmission achieves the MIMO channel capacity [8, Sec 3.1] by aligning the VCs along the spatial directions corresponding to the eigenvectors of a MIMO channel.

Multi-user beamforming is required where more than two terminals are involved, as with a source terminal, e.g., a base station, communicating with multiple user terminals. ZF can be used for beamforming in the broadcast channels as well. Also known as multi-user MIMO decomposition [27], block diagonalization (BD) [28] is a more effective generalization of ZF for multi-antenna receivers. The source generally does not have sufficient DoFs to accommodate all the users. As a result, additional consideration for user-selection, antenna-selection, and scheduling [29] is required with multi-user beamforming.

Some linear beamforming techniques accommodate a certain level of interference between the VCs to, for example, minimize the overall SER [30] or optimize other criteria [31]. Moreover, non-linear and iterative beamforming/precoding techniques that yield optimal performances with respect to various criteria also exist [28][32][34]. However, the focus of this research is on linear and non-iterative beamforming techniques that facilitate interference-free channelization.
1.1.5 Relaying

Since wireless communication is inherently of a broadcast nature, terminals other than the intended destination can receive and detect the signals; such terminals may act as relays [35], improving the quality-of-service of wireless communications by forwarding thus received signals. Relaying encompasses conventional infrastructure-based relays as well as the emerging cooperative relays [36], and provides benefits including spatial diversity, increased coverage, and transmit-power saving. Relay processing algorithms include amplify-and-forward (AF), decode-and-forward, and code-and-forward [37] techniques. AF relays forward the received signal after amplifying and possibly beamforming, while the decode-and-forward relays forward data regenerated after signal detection and error correction. Code-and-forward relays do further processing after regeneration, employing coding techniques to, for example, improve the resource utilization.

1.2 Motivation

Conventional wireless terminals used to have no more than one antenna. Even where multiple receiver antennas were used to improve the diversity, as in diversity combining [13, Ch. 7], signal processing (e.g., signal detection) was more or less single-input single-output. However, with the advancement of electronics, synchronous transmission and reception via multiple antennas has become possible even in hand-held terminals, and MIMO systems have emerged. Exploiting the spatial DoFs, MIMO systems may support data rates and a quality-of-service unmatched by single-antenna systems using comparable resources. Hence, MIMO technology is becoming ubiquitous, with the latest LTE (e.g., 3GPP TS 36.201 [38]), Wi-Fi (IEEE 802.11-2012 [24]), and WiMAX (IEEE 802.16e [39]) standards as well as the emerging 60 GHz systems (e.g., IEEE 802.15.3c [40]) embracing it. Given the higher achievable data rates, MIMO technologies are also an essential component of the evolved multimedia broadcast multicast services (3GPP TS 36.300 [41]) of the LTE and LTE-advanced standards [42].

The statistical characterization of the wireless channel has certain similarities in
the space, time, and frequency dimensions. For instance, the notions of coherence distance, coherence time, and coherence bandwidth [12, Ch. 2.1] indicate that spatial DoFs have subtle similarities with their temporal and frequency counterparts. Currently, the diversity and multiplexing benefits of MIMO are being exploited to achieve higher data rates without compromising the quality-of-service. Many other possibilities (including multicasting, duplexing, and multipath resolution), which the aforementioned similarities imply, remain unexplored. The main reason for their low appeal for the research community and the consequent lack of related work in the research literature was that a terminal could possess only few spatial DoFs, given the difficulties of physically accommodating a large number of antennas at a terminal and supporting the increased signal-processing requirements. However, the advancement of electronics and the gradual shift towards higher frequency bands are increasing the availability of spatial DoFs. For instance, reference [43] describes a 16-antenna in-package design for 60 GHz systems, embodying all the antennas and the complete transceiver circuitry on a 44 mm² semiconductor wafer. WiGig alliance [44] is already promoting the use of the unlicensed 60 GHz industrial, scientific, and medical (ISM) band for high-speed wireless communication alongside the other ISM bands. This emerging trend makes the aforementioned non-conventional uses of spatial DoFs viable. The need to develop new signal processing techniques to facilitate them motivated this research.

1.3 Thesis Outline & Contributions

Chapters 2-6 of this thesis deal with either unexplored or sparingly studied issues in spatial signal processing, establishing a background/framework for future research. Chapter 7 presents the conclusions; the bibliography and the appendices follow.

- Chapter 2 introduces GSVD beamforming, which the author has proposed for two-user MIMO downlink channels [45][46], and investigates its characteristics. The SER performance of applications in multicasting, AF relaying, and physical-layer network-coded two-way relaying is examined via simulation to gain further insights. Distinguishing between the private and common VCs and exactly char-
acterizing the VC gains of certain configurations are also novel.

- In Chapter 3 a beamforming scheme [47] for physical-layer multicasting (PLM) is presented. By employing a divide-and-conquer strategy based on the novel notion of multicast antenna groups (MAGs), the scheme can implement, through non-iterative beamforming, all the point-to-point and point-to-multipoint VCs corresponding to an arbitrary VC-to-User mapping (provided sufficient DoFs are present at the terminals). This ability makes the scheme unique among non-iterative PLM techniques; its feasibility is demonstrated through SER simulation.

- Chapter 4 is on spatial multipath resolution (SMR), a unique use of spatial DoFs to combat multipath fading, proposed and explored in this research [48,49]. SMR uses the space dimension to extract multipath components of the received signal; they are appropriately delayed and combined to flatten the effective MIMO channel. The benefits and drawbacks of SMR are investigated through SER simulation for STBC and beamforming applications. Moreover, the benefits of partial and adaptive SMR are shown with respect to the STBC application.

- Although presently impeded by practical hardware limitations, space division duplexing (SDD) is recognized as a technology with the potential to double the spectral efficiency of wireless systems. Recent experimental evidence [50] demonstrating the ability of SDD to achieve a duplex separation of over 45 dB has brought it back to the limelight. Chapter 5 discusses implementing eigen-mode transmission on top of SDD as investigated in [51] and provides useful insights about the corresponding SER performance. For instance, the role of low analog-to-digital converter (ADC) resolution behind the limited achievable duplex separations is identified.

- Chapter 6 investigates the feasibility of using the channel inversion (CI) power allocation scheme on top of eigenmode transmission. A mathematical framework for performance analysis of MIMO CI is developed; new closed-form results characterizing the received SNR and the SER are derived during this process [52].

~
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Chapter 2

GSVD Beamforming

This chapter introduces the fundamentals of GSVD beamforming, a non-iterative beamforming technique proposed in this research for two-user multicast channels, providing detailed insights into its performance and highlighting its potential applications. GSVD beamforming, given its ability to facilitate both common and private virtual channels (VCs), may be applied in multiple-input multiple-output (MIMO) relaying and physical-layer multicasting.

2.1 Introduction

Beamforming techniques (see Subsection 1.1.4) for the single-user MIMO channel are well-characterized. For instance, eigenmode transmission achieves the MIMO capacity [8, Sec 3.1] by aligning the VCs along spatial directions corresponding to the eigenvectors of the channel. However, beamforming techniques for multi-user MIMO multicast channels, where a single source (e.g., a base station) spatially multiplexes transmissions to multiple users/destinations, are not as well developed. In fact, before GSVD beamforming, only iterative beamforming techniques for facilitating point-to-multipoint VCs (for multicast data) were mentioned in the literature. Block diagonalization (BD) [28], the best known non-iterative multi-user beamforming technique, for instance, produces only point-to-point VCs; it also requires that the source has more antennas than those of all the users combined, even if implementing a mere fraction of the realizable VCs. Thus, developing novel multi-user beamforming techniques is of great interest, especially for meeting the
demands of multicasting and relaying applications. Since each user brings in a
distinct channel matrix, joint matrix decomposition is the key to such techniques.

GSVD beamforming, proposed by the author in [45,46] is based on generalized
singular value decomposition (GSVD) [53], a joint matrix decomposition technique
from linear algebra. Although not as popular as the singular value decomposi-
tion (SVD), the GSVD has been used in different wireless applications, including
multi-user MIMO transmission [31,54], MIMO secrecy communication [55,56],
and MIMO relaying [57], but, before the studies presented in [45,46], GSVD had
not been exploited for beamforming, despite being a natural generalization of the
SVD for two matrices and mentioned [55, p.1] in a slightly different context, as
potentially useful for beamforming.

![Diagram of two-user MIMO multicast configuration.](image)

**Figure 2.1:** A two-user MIMO multicast configuration.

Although restricted to two-user MIMO multicast channels (Fig. 2.1), GSVD
beamforming is a non-iterative multi-user beamforming alternative to BD. Unlike
BD, it produces common virtual channels (CVCs), which are point-to–two point
VCs from the source to $U_1$ and $U_2$, in addition to private virtual channels (PVCs),
i.e., the conventional point-to-point VCs from source to $U_1$ or $U_2$.

GSVD beamforming places no restriction on the number of antennas at any of
the terminals. However, the numbers of CVCs and PVCs it produces depend on the
spatial degrees of freedom (DoFs) at the terminals. In fact, the numbers maximally
exploit the DoFs at all three terminals for multiplexing. For an $N$-antenna source
catering to user terminals $U_1$ and $U_2$ having $M_1$ and $M_2$ antennas, respectively,
GSVD beamforming yields \( \min(M_1, N) + \min(M_2, N) - \min(M_1 + M_2, N) \) CVCs and \( \min(M_1 + M_2, N) - \min(M_{3-i}, N) \) PVCs for each \( \mathcal{U}_i, i \in \{1, 2\} \) under rich scattering. Moreover, GSVD beamforming can be interpreted as a generalization of zero forcing (ZF), in the sense that the MIMO channel between the source and the user terminals is effectively inverted\(^1\) irrespective of the numbers of antennas at the terminals. These facts make GSVD beamforming worth investigating.

The chapter is organized as follows: Section 2.2 introduces the GSVD, highlighting how GSVD beamforming implements the VCs. Section 2.3 characterizes the VC gains. It also derives, for systems with only CVCs, the exact joint probability density function (PDF) of the gains under independent and identically distributed (i.i.d.) Rayleigh fading. In Sections 2.4 and 2.5, transmit power normalization and the dependence of the numbers of PVCs/CVCs on the spatial DoFs are examined, respectively. The numerical results for the symbol error rate (SER), including those for elementary multicasting, amplify-and-forward (AF) relaying, and two-way relaying applications, are presented in Section 2.6. The conclusion follows (Section 2.7); the proof of Theorem 2.1 is presented in Appendix A.

### 2.2 Signal Processing

In the literature, the GSVD is found in two forms: the original definition by Van Loan [53, Thm. 2] (Definition 2.1) and a generalization by Paige and Saunders [58] (Definition 2.2). Each form is given below, and its characteristics’ relevance to GSVD beamforming is highlighted.

**Definition 2.1 [Van Loan form]** Consider matrices \( H_1 \in \mathbb{C}^{m \times n} \) with \( m \geq n \) and \( H_2 \in \mathbb{C}^{p \times n} \), which have the same number \( n \) of columns. Let \( q = \min(p, n) \).

\( H_1 \) and \( H_2 \) can be jointly decomposed as

\[
H_1 = U \Sigma Q \quad \text{and} \quad H_2 = V \Lambda Q, \tag{2.1}
\]

where

i.) \( U \in \mathbb{C}^{m \times m} \) and \( V \in \mathbb{C}^{p \times p} \) are unitary,

\(^1\) In fact, GSVD beamforming reduces to transmit ZF when the source has more antennas than the two users combined.
ii.) $Q \in \mathbb{C}^{n \times n}$ is non-singular, and 

iii.) $\Sigma = \text{diag} (\sigma_1, \ldots, \sigma_n) \in \mathbb{C}^{m \times n}, \sigma_i \geq 0$ and $\Lambda = \text{diag} (\lambda_1, \ldots, \lambda_q) \in \mathbb{C}^{p \times n}, \lambda_i \geq 0$.

Suppose that $H_1$ and $H_2$ in (2.1) represent the MIMO channels $S \rightarrow U_1$ and $S \rightarrow U_2$, from a source $S$ to users $U_1$ and $U_2$. Assume block fading and perfect channel-state information (CSI) on $H_1$ and $H_2$ at all $S$, $U_1$, and $U_2$. With a transmit precoding matrix $\rho Q^{-1}$ and receiver reconstruction matrices $U^H / \rho$ and $V^H / \rho$, we get $q$ non-interfering broadcast (common) VCs, each catering to both the users. The factor $Q$ in (2.1) facilitates joint transmit precoding, while the factors $U$ and $V$ enable receiver reconstruction without noise enhancement. The diagonal elements of $\Sigma$ and $\Lambda$ represent the gains of those VCs. Since $Q$ is non-unitary, precoding causes the instantaneous transmit power to fluctuate; this result is a drawback, and the transmit signal needs to be normalized to maintain the desired level of average transmit power. (The coefficient $\rho$ represents transmit power normalization.) Thus, GSVD beamforming is applicable for two-user channels. Since this three-terminal configuration appears in various MIMO subsystems, GSVD beamforming has the potential to be a useful tool.

**Definition 2.2 [Paige and Saunders form]** Consider matrices $H_1 \in \mathbb{C}^{m \times n}$ and $H_2 \in \mathbb{C}^{p \times n}$, which have the same number $n$ of columns. Let $H_0 = \left( H_1^T, \ H_2^T \right)^T$, $k = \text{rank} (H_0)$, $r = k - \text{rank} (H_2)$, and $s = \text{rank} (H_1) + \text{rank} (H_2) - k$. Unitary matrices $U \in \mathbb{C}^{m \times m}, V \in \mathbb{C}^{p \times p}, W \in \mathbb{C}^{k \times k}$, and $Q \in \mathbb{C}^{n \times n}$ can be found such that

$$
H_1 = U \cdot \Sigma_1 \cdot \left( W^H R, \ 0 \right) Q^H \text{ and } \\
H_2 = V \cdot \Sigma_2 \cdot \left( W^H R, \ 0 \right) Q^H,
$$

(2.2)

where

i.) $\Sigma_1 \in \mathbb{C}^{m \times k}, \Sigma_2 \in \mathbb{C}^{p \times k}$ have block-diagonal structures:

$$
\Sigma_1 \triangleq \begin{pmatrix} \tilde{I}_1 & \bar{S}_1 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \Sigma_2 \triangleq \begin{pmatrix} 0_2 & \bar{S}_2 \\ \tilde{I}_2 & 0 \end{pmatrix},
$$

(2.3)
ii.) $R \in \mathbb{C}^{k \times k}$ is invertible and has the same singular values as the nonzero singular values of $H_0$,

iii.) $0 \in \mathbb{C}^{k \times (n-k)}$ is a zero matrix,

iv.) $\tilde{I}_1 \in \mathbb{C}^{r \times r}$ and $\tilde{I}_2 \in \mathbb{C}^{(k-r-s) \times (k-r-s)}$ are identity matrices,

v.) $0_1 \in \mathbb{C}^{(m-r-s) \times (k-r-s)}$ and $0_2 \in \mathbb{C}^{(p-k+r) \times r}$ are zero matrices possibly having no rows or no columns, and

vi.) $S_1 = \text{diag} (\alpha_1, \ldots, \alpha_s)$ and $S_2 = \text{diag} (\beta_1, \ldots, \beta_s)$ such that $1 > \alpha_1 \geq \ldots \geq \alpha_s > 0$ and $\alpha_i^2 + \beta_i^2 = 1$ for $i \in \{1, \ldots, s\}$.

If matrices $H_1$ and $H_2$ represent the wireless channels corresponding to $S \to U_1$ and $S \to U_2$ as before, the beamforming matrices $\rho \{Q\}_{C^{1,k}} R^{-1} W$ at the source and $U^H/\rho, V^H/\rho$ at the respective users $U_1$ and $U_2$ reduce the effective channels between the source and the users to $\Sigma_1$ and $\Sigma_2$, respectively.

Each column of $\Sigma_1$ (and $\Sigma_2$) corresponds to a VC from the source.

- The sets of columns $\{1, \ldots, r\}$ and $\{r+s+1, \ldots, k\}$, if non-empty, produce, respectively, $r$ and $(k-r-s)$ PVCs for $U_1$ and $U_2$, each PVC catering to just one user and having a unit gain.

- The columns $\{r+1, \ldots, r+s\}$ corresponding to $S_1$ (and $S_2$) yield $s$ point-to–two point CVCs. The corresponding amplitude gains experienced by $U_1$ are given by $\alpha_i$ for $i \in \{1, \ldots, s\}$. Likewise, the $\beta_i$s represent the gains experienced by $U_2$.

Any subset of VCs may be selected by appropriately leaving out certain columns from the transmit beamforming matrix and the corresponding rows from the receiver beamforming matrices. When $\text{rank} (H_0) = \text{rank} (H_1) + \text{rank} (H_2)$, $s$ becomes zero, and the scheme reduces to transmit ZF. This process is the essence of GSVD beamforming as a tool for multiplexing private and/or common data streams catering to two users.
2.3 Characterization of Virtual Channel Gains

As outlined in Section 2.2, the GSVD of channel matrices $H_1 \in \mathbb{C}^{m \times n}$ and $H_2 \in \mathbb{C}^{p \times n}$, corresponding to users $U_1$ and $U_2$, is of form $H_1 = U \Sigma_1 (W^H R, 0) Q^H$ and $H_2 = V \Sigma_2 (W^H R, 0) Q^H$. All PVCs have unit gains. The gain experienced for the $i^{th}$ CVC: CVC$_i$ by $U_1$ is given by $\alpha_i \in \text{diag} (\Sigma_1)$, $\alpha_i \in (0, 1)$, a non-trivial diagonal element of $\Sigma_1$ for $i \in \{1, \ldots, s\}$. Since $\beta_i = \sqrt{1 - \alpha_i^2}$, each $\alpha_i$ also characterizes the gain experienced by $U_2$ for CVC$_i$.

Let $P \in \mathbb{C}^{(m+p) \times (m+p)}$ be the matrix formed with the left singular vectors of $H_0 = (H_1^T, H_2^T)^T$ and $k = \text{rank} (H_0)$. The $\alpha_i$s are non-trivial singular values of the $m \times k$ submatrix $Q = \{P\}_{c(1:k)}$, the trivial ones being 0 or 1 [58, Eqn. (2.7)]; thus, we have $\alpha_i | \alpha_i^2 \in \text{eig} (Q^H Q) - \{0, 1\}$. The eigenvalue distribution of $Q^H Q$ is not known in general. However, it can be found under certain rank restrictions when $P$ is a Haar distributed random unitary matrix [16, Sec. 2.1.4]. This scenario corresponds to $H_1$ and $H_2$ undergoing i.i.d. Rayleigh fading, because the singular vectors of a complex Gaussian matrix produce a Haar distributed random unitary matrix when concatenated. The eigenvalue distribution depends only on the ranks of $H_1$, $H_2$, and $H_0$, or, in other words, on the spatial DoFs available at $U_1$, $U_2$, and the source. This observation is not surprising, since the factor $R^{-1}W$ of the transmit precoding matrix effectively inverts $H_0$, the MIMO channel the source has with the users. This inversion is also why GSVD beamforming reduces to transmit ZF where the source has more antennas than the users combined.

The eigenvalue distribution of $v \times v$ (square) truncations of $(u + v) \times (u + v)$ Haar distributed unitary matrices has been examined in the literature [59][60] for the case of $v < u$; however, the results are not general enough to characterize GSVD beamforming. The eigenvalue distribution of the $\beta$-Jacobi ensemble [61, Ch. 5] is more relevant because whenever $m \geq k$ and $p \geq k$, the squared $\alpha_i$s follow the same joint distribution as the eigenvalues of the $\beta$-Jacobi ensemble [62, Prop. 1.2] for $\beta = 2$. Applying the variable transformation $\lambda_i = \alpha_i^2$ on the joint PDF [63, Eqn. (5)] of the ordered eigenvalues $\lambda_i$s of the $\beta$-Jacobi ensemble (for $\beta = 2$), we get Proposition 2.1. Note that the condition $\min (m, p) \geq k$ restricts it to configurations supporting only CVCs (with $k = s$).
Proposition 2.1 Where \( \min (m, p) \geq k \), the joint PDF of the ordered \( \alpha_i \)'s, \( \alpha_i \in \text{diag}(\Sigma_1) \) for \( \Sigma_1 \) in (2.3), is given by

\[
f_{\alpha}(\alpha_1, \ldots, \alpha_k) = c_{m,p,k} \prod_{i=1}^{k} \alpha_i^{2(m-k)+1} \left(1 - \alpha_i^2\right)^{p-k} \cdot \prod_{1 \leq i < j \leq k} \left(\alpha_i^2 - \alpha_j^2\right)^2,
\]

(2.4)

for \( 1 > \alpha_1 > \ldots > \alpha_k > 0 \), where

\[
c_{m,p,k} = k! \cdot 2^k \prod_{i=1}^{k} \frac{(m + p - i)!}{i! \cdot (m - i)! \cdot (p - i)!}.
\]

(2.5)

The joint PDF of the unordered \( \alpha_i \)'s has the same expression as (2.4) except for the factor \( k! \) in (2.5).

Fig. 2.2 compares, for the case \( (m, p, k) \doteq (2, 5, 2) \), the joint PDF of \( \alpha_1 \) and \( \alpha_2 \) obtained analytically by using Proposition 2.1 against the \( 10^8 \)-point Monte Carlo simulation results. The figure reveals the exact agreement of the analytic and simulation results, which also conform with the fact that \( \alpha_i \in (0, 1) \). Proposition 2.1 can be used for performance analysis of configurations supporting only CVCs; Theorem 2.1 on the diversity orders exemplifies this proposition’s usefulness.
Figure 2.3: The SERs and diversity orders of the CVCs in the \((N, M_1, M_2) = (2, 3, 4)\) two-user multicast configuration. The gradients of the SER curves at high SNR correspond to diversity orders \(DO = \{2, 3, 6, 8\}\). QPSK modulation is used.

**Theorem 2.1** *Diversity Order for the Case: \(\min (m, p) \geq k\)*

Consider GSVD beamforming over MIMO channels \(H_1 \in \mathbb{C}^{m \times n}\) and \(H_2 \in \mathbb{C}^{p \times n}\), corresponding to users \(U_1\) and \(U_2\) undergoing i.i.d. Rayleigh fading. Suppose \(\text{rank} \left( (H_1^T, H_2^T) \right) = k \leq \min (m, p)\). Then the diversity order of CVC\(_r\) for \(U_1\) is given by \((m - r + 1)(k - r + 1)\) for \(r \in \{1, \ldots, k\}\).

**Proof:** See Appendix A.\[\blacksquare\]

The diversity orders \((m - r + 1)(k - r + 1)\) for CVC\(_r, r \in \{1, \ldots, k\}\) are intuitive, since the \(\alpha_r\)s are the sorted singular values of an \(m \times k\) matrix. In fact, the diversity orders are the same as those corresponding to eigenmode transmission between the source and \(U_1\) (or \(U_2\)) alone. For \(r > k\), they exceed \((m - k + 1)\), which is the diversity order of the CVCs that ZF reception provides. For an \((N, M_1, M_2) = (2, 3, 4)\)-antenna two-user multicast configuration involving users \(U_1, U_2\) and corresponding to \(k = 2, m = 4,\) and \(p = 4\), Fig. 2.3 verifies that GSVD beamforming yields a diversity order of \((3 - r + 1) \times (2 - r + 1)\) for each CVC\(_r, r \in \{1, 2\}\) of \(U_1\).
Likewise, a diversity order \((4 - (3 - r) + 1) \times (2 - (3 - r) + 1)\) is observed for each CVC\(_r\) of \(U_2\). 10\(^8\)-point Monte Carlo simulation with 100 quadrature phase shift keying (QPSK) modulated symbols per VC per channel realization is used to obtain the SER curves.

Numerical analysis based on (2.4) is inherently simpler given the finite range \((0, 1)\) of \(\alpha_i, i \in \{1, \ldots, k\}\). Because standard integral expressions used in wireless performance analysis typically assume a \([0, \infty)\) range, the finite range could, however, complicate most exact analyses.

### 2.4 Transmit Power Normalization

The numbers of PVCs and CVCs realizable for a given system depend on the spatial DoFs at all the terminals. Suppose the transmitted data vector \(x \in \mathbb{C}^{|L| \times 1}\) is mapped to an arbitrary combination of \(|L|\) private/common VCs; the columns of \(\Sigma_1\) and \(\Sigma_2\) whose indices are in \(L\) represent the VC gains. Such mapping can be realized with a transmit beamforming matrix \(\rho \{Q\}_{C(1:k)} R^{-1} \{W\}_{C(L)}\), where \(\rho\) is the transmit power normalization coefficient ensuring a desired average total transmit power \(P\).

Thus, we have

\[
P = \rho^2 \mathcal{E} \left\{ \left\| \{Q\}_{C(1:k)} R^{-1} \{W\}_{C(L)} x \right\|_2^2 \right\}.
\]

(2.6)

Generally, \(\rho\) needs to be computed numerically. Nevertheless, further insights can be gained as follows for special cases.

Assume uncorrelated data and equal energy modulation. Without a loss of generality, we may set \(\mathcal{E}_x\{xx^H\} = I\) to obtain

\[
P = \rho^2 \mathcal{E} \left\{ \text{trace} \left( \{W\}_{C(L)}^H R^{-1} \{Q\}_{R(1:k)} \cdot \{Q\}_{C(1:k)} R^{-1} \{W\}_{C(L)} \right) \right\}
\]

\[
= \rho^2 \mathcal{E} \left\{ \text{trace} \left( R^{-2} \{W\}_{C(L)} \{W\}_{C(L)}^H \right) \right\}.
\]

(2.7)

The product \(\{W\}_{C(L)} \{W\}_{C(L)}^H\) is an identity matrix when \(L \equiv \{1, \ldots, k\}\), i.e., when all the VCs are in use. For that case only, and using the fact that the squared singular values of \(R\) are the non-zero eigenvalues of \(H_0 H_0^H\) product, we get a
### Table 2.1: Numbers of CVCs and PVCs realized through GSVD beamforming for antennas \((n, m, p)\) at the source and users \(\mathcal{U}_1, \mathcal{U}_2\), respectively.

<table>
<thead>
<tr>
<th>Configuration</th>
<th># CVCs</th>
<th># PVCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m &gt; n, p \leq n)</td>
<td>(p)</td>
<td>(n - p)</td>
</tr>
<tr>
<td>(m \leq n, p &gt; n)</td>
<td>(m)</td>
<td>(0)</td>
</tr>
<tr>
<td>(m \geq n, p \geq n)</td>
<td>(n)</td>
<td>(0)</td>
</tr>
<tr>
<td>(m &lt; n, p &lt; n, (m + p) &gt; n)</td>
<td>(m + p - n)</td>
<td>(n - p)</td>
</tr>
<tr>
<td>(n \geq (m + p))</td>
<td>(0)</td>
<td>(m)</td>
</tr>
</tbody>
</table>

A simplified expression:

\[
\rho = \sqrt{\mathbb{E}\{\text{trace}(R^{-2})\}} = \sqrt{\frac{P}{\mathbb{E}\left\{\sum_{i=1}^{k} \lambda_i^{-1}\right\}}} \tag{2.8}
\]

where \(\lambda_i \in \text{eig}(H_0H_0^H)\) for \(i \in \{1, \ldots, k\}\). By using \cite{16} Lemma 2.10, Eqn. (2.8) may be further simplified; e.g., \(\rho = \sqrt{\frac{P|m+p-n|}{\min(m+p,n)}}\) for i.i.d. Rayleigh fading.

### 2.5 Numbers of Private/Common Virtual Channels

As outlined in Section 2.2, GSVD beamforming on the channels \(H_1 \in \mathbb{C}^{m \times n}\) and \(H_2 \in \mathbb{C}^{p \times n}\) corresponding to users \(\mathcal{U}_1\) and \(\mathcal{U}_2\) yields \(s\) CVCs, \(r\) PVCs for \(\mathcal{U}_1\), and \((k - r - s)\) PVCs for \(\mathcal{U}_2\). The numbers of VCs add up to \(k = \text{rank}(H_0)\), indicating full-utilization of the spatial DoFs at the source for multiplexing.

The numbers \(k = \text{rank}(H_0)\), \(r = k - \text{rank}(H_2)\), and \(s = \text{rank}(H_1) + \text{rank}(H_2) - k\) are governed by the MIMO channel ranks. Where the channels are not rank-deficient as with rich scattering, \(k = \min(m + p, n)\), \(r = k - \min(p, n)\), and \(s = \min(m, n) + \min(p, n) - k\) depend on the number of antennas at the three terminals. Consequently, the numbers of VCs depend on the antenna configuration (see Table 2.1). The ensuing lack of flexibility can be circumvented by using additional transmit and/or receiver processing \footnote{Antenna selection is a less attractive alternative.} for rank reduction, i.e., by reducing the effective number of antennas, as highlighted in Example 2.1.
Example 2.1 Let $\tilde{m} = n_c + n_{p_1} \leq m$, $\tilde{p} = n_c + n_{p_2} \leq p$, and $\tilde{n} = n_c + n_{p_1} + n_{p_2} \leq n$ be the effective numbers of antennas required, respectively, at users $U_1, U_2$ and the source, to realize the desired numbers of VCs: $n_c$ CVCs and $n_{p_1}, n_{p_2}$ PVCs catering to $U_1, U_2$. These numbers are achievable as follows, provided $k = \text{rank}(H_0) \geq \tilde{n}$.

Suppose $H_1 = U_1 \Lambda_1 V_1^H$, $H_2 = U_2 \Lambda_2 V_2^H$, and $H_0 = (H_1^T, H_2^T)^T = U_0 \Lambda_0 V_0^H$ are the SVDs. Define $X_1 = \{U_1^H\}_{1:\tilde{m}}$, $X_2 = \{U_2^H\}_{1:\tilde{p}}$, and $X_0 = \{V_0\}_{1:\tilde{n}}$. Then, compute the GSVD as follows:

\[
X_1 H_1 X_0 = U \cdot \Sigma_1 \cdot (W^H R, 0) Q^H \text{ and }
\]

\[
X_2 H_2 X_0 = V \cdot \Sigma_2 \cdot (W^H R, 0) Q^H. \quad (2.9)
\]

The beamforming matrices $\rho X_0 \{Q\}_{1:k} R^{-1} W$ at the source, and $U^H X_1 / \rho$ and $V^H X_2 / \rho$, respectively, at users $U_1$ and $U_2$, yield the desired numbers of VCs. Note that the products $X_1 H_1 X_0$ and $X_2 H_2 X_0$ in (2.9), acting as the effective matrices for the GSVD, are of reduced dimensions when compared to the original matrices $H_1$ and $H_2$.

2.6 Numerical Results

This section uses Monte Carlo simulation of the SER to gain insights into GSVD beamforming. A two-user MIMO multicast configuration is considered first; a simple AF relay configuration is investigated next; and a network coded two-way relay configuration thereafter.

Assumptions: Block fading is assumed; 100 uncoded QPSK modulated symbols are simulated per VC per channel realization. The SER curves are obtained by averaging over $10^5$ channel realizations. The average total transmit power is held at 1, and the noise variance is adjusted to reflect the signal to noise ratio (SNR).
Figure 2.4: The SERs of the PVCs and CVCs in \((N, M_1, M_2)\)-antenna two-user multicast configurations. QPSK modulation is used.

### 2.6.1 Application in Two-User MIMO Multicasting

Consider a simple two-user MIMO broadcast/multicast configuration (Fig. 2.1) corresponding to a source \(S\) catering to the users \(U_1\) and \(U_2\). Being the simplest possible GSVD beamforming application, this system is ideal for gaining insights into PVC/CVC performance and the effect of channel-estimation errors and channel fading on it.

Figs. 2.4a–2.4d depict the SER curves for different antenna configurations. It is assumed that i.i.d. Rayleigh fading affects both the users.
• Fig. 2.4a corresponds to the \((N, M_1, M_2) = (4, 2, 2)\) configuration, where the source has four spatial DoFs, i.e., just as many as the two users’ combined. As speculated in Section 2.3, GSVD beamforming yields identical PVCs as with transmit ZF. (In the other three cases, corresponding to Figs. 2.4b–2.4d, the source does not have sufficient antennas to perform ZF.)

• Fig. 2.4b corresponds to the \((N, M_1, M_2) = (4, 3, 2)\) scenario. The single CVC utilizes one of the DoFs at the source; the remaining DoFs facilitate the PVCs. Clearly, this CVC and PVC allocation yields the highest multiplexing gain, as always is the case with GSVD beamforming. As speculated in Section 2.2, the PVCs show identical SER performance, while the CVC performs worse. Notably, the two users experience different SER performance with respect to the same CVC. This observation indicates that coding techniques for the single-antenna broadcast channel [25] can be employed to exploit the capacity of a CVC.

• The \((N, M_1, M_2) = (4, 3, 3)\) antenna configuration, whose SER performance is shown in Fig. 2.4c, is even more interesting, for each of the two CVCs imparts different SERs upon its end users. The statistical symmetry in the \(S \to \mathcal{U}_1\) and \(S \to \mathcal{U}_2\) MIMO channels (i.e., \(M_1 = M_2\) and the channels are i.i.d. Rayleigh fading) makes the SER experienced by \(\mathcal{U}_1\) for CVC\(_1\) identical to that experienced by \(\mathcal{U}_2\) for CVC\(_2\). Similar observations can be made regarding \(\mathcal{U}_2\)’s experience for CVC\(_1\) and \(\mathcal{U}_1\)’s for CVC\(_2\). The SER degrades from CVC\(_1\) to CVC\(_2\) for \(\mathcal{U}_1\), while it improves for \(\mathcal{U}_2\); this observation is consistent with the fact that, in GSVD, the coefficients \(\alpha_i\)s appear in descending order, while the \(\beta_i = \sqrt{1 - \alpha_i^2}, i \in \{1, \ldots, s\}\) ascend.

• Fig. 2.4d corresponds to the case of \(N = M_1 = M_2 = 4\). GSVD beamforming yields four CVCs. The symmetry dictates that the SER performance for \(\mathcal{U}_1\)’s CVC\(_k\) is identical to that of \(\mathcal{U}_2\)’s CVC\(_{(5-k)}\) for \(k \in \{1, \ldots, 4\}\). Again, for \(\mathcal{U}_1\), the performance degrades from CVC\(_1\) to CVC\(_4\).
Figure 2.5: The SER of CVC\(_1\) for \(U_1\) subjected to imperfect CSI in the \((N, M_1, M_2) = (3, 2, 2)\) two-user multicast configuration. QPSK modulation and complex Gaussian channel-estimation errors with \(\sigma^2\) variance are assumed.

Note that the SER curves exhibit no error-floors; i.e., inter-channel interference gets eliminated perfectly for both the users. This achievement is impossible with traditional non-iterative beamforming schemes (except with the configuration shown in Fig. 2.4d).

Figs. 2.4a–2.4d assume the availability of perfect CSI. What would happen with imperfect CSI? Fig. 2.5 shows the effect of channel-estimation errors on the SER, if we consider CVC\(_1\) of \(U_1\) in the \((N, M_1, M_2) = (3, 2, 2)\) configuration and assume i.i.d. Rayleigh fading. For each channel matrix \(H_i, i \in \{1, 2\}\), the channel-estimation error \(\sigma \Delta H_i\) is assumed to be complex Gaussian with zero mean and \(\sigma^2\) variance, such that the channel estimate \(\hat{H}_i = H_i + \sigma \Delta H_i\) is used for computing the beamforming matrices. As expected, with increasing \(\sigma^2\), the performance degrades rapidly, producing error-floors. For instance, a 10 dB degradation occurs for \(\sigma^2 = 0.01\), even at the relatively high \(10^{-2}\) SER level. Such degradation should be expected given the presence of multiple spatially separated VCs; however, it emphasizes the crucial role of channel estimation with GSVD beamforming.
Figure 2.6: The SERs of the PVCs and CVCs in \((N, M_1, M_2)\)-antenna asymmetric two-user multicast configurations. The \(S \rightarrow U_1\) channel is 3 dB stronger than the \(S \rightarrow U_2\) channel. QPSK modulation is used.

Figs. 2.6a and 2.6b show the SER performance for asymmetric configurations, in which \(U_1\) experiences, on average, a 3 dB stronger channel than \(U_2\). Rayleigh fading is assumed here as well. As in Fig. 2.4a GSVD beamforming produces four identical PVCs for the case depicted in Fig. 2.6a. The relative merits of the SER curves of Fig. 2.6b however, differ from those in the corresponding symmetric case.
Figure 2.7: The SERs of the PVCs and CVCs in the $N, M_1, M_2 = (4, 3, 3)$ two-user multicast configuration under asymmetric fading. The $S \rightarrow U_1$ and $S \rightarrow U_2$ channels undergo Rician fading and Rayleigh fading, respectively. QPSK modulation is used.

depicted in Fig. 2.4c because $U_1$ has a stronger channel, the symmetry observable in Fig. 2.4c no longer holds for Fig. 2.6b. Even here, the PVCs deliver the best error rates, as expected.

The MIMO channels corresponding to Fig. 2.7 are asymmetric because only $U_1$’s channel has a specular component. More specifically, the $S \rightarrow U_1$ channel undergoes Rician fading, with a Rice factor of 1 and a non-centrality matrix having (arbitrarily chosen) eigenvalues $\{8.83, 2.39\}$; the $S \rightarrow U_2$ channel undergoes i.i.d. Rayleigh fading statistically identical to the scatter component of the $S \rightarrow U_1$ channel. The symmetry observed in Fig. 2.4c with respect to the CVC SER performance is no longer present in this scenario. The line-of-sight component of the $S \rightarrow U_1$ channel is seen to improve the SERs $U_1$ experiences for the CVCs. Nevertheless, the SER performance of the PVCs is identical for both the users, confirming that GSVD, irrespective of the fading distribution, yields PVCs having an identical (and constant) gain.
2.6.2 Application in AF Relaying

This section evaluates the SER performance of GSVD beamforming in a MIMO AF relay configuration (Fig. 2.8) comprising a source $S$, a relay $R$, and a destination $D$, comparing this performance with that of eigenmode transmission (i.e., SVD beamforming).

The channelization scheme involves two time slots. The source precodes and transmits a symbol vector $\mathbf{x}$ in the first time slot; the relay amplifies and forwards what it receives in the second time slot. The $S \rightarrow R$, $S \rightarrow D$, and $R \rightarrow D$ MIMO channels are $\mathbf{H}_1$, $\mathbf{H}_2$, and $\mathbf{H}_3$; the corresponding outputs are $\mathbf{y}_1$, $\mathbf{y}_2$, and $\mathbf{y}_3$, and the additive white Gaussian noise vectors are $\mathbf{n}_1$, $\mathbf{n}_2$, and $\mathbf{n}_3$. AF relay processing being linear, the relay gains are represented by a matrix $\mathbf{F}$. Thus, we get

\[
\text{for Time Slot 1:} \quad \mathbf{y}_1 = \mathbf{H}_1 \mathbf{Wx} + \mathbf{n}_1, \quad \mathbf{y}_2 = \mathbf{H}_2 \mathbf{Wx} + \mathbf{n}_2, \quad \text{and (2.10a)}
\]

\[
\text{for Time Slot 2:} \quad \mathbf{y}_3 = \mathbf{H}_3 \mathbf{Fy}_1 + \mathbf{n}_3, \quad \text{(2.10b)}
\]

where $\mathbf{W}$ represents transmit precoding. With a receiver reconstruction matrix $\mathbf{R}_i$ for each $i$th time slot for $i \in \{1, 2\}$, we get $\hat{\mathbf{y}} = \mathbf{R}_1 \mathbf{y}_2 + \mathbf{R}_2 \mathbf{y}_3$ at the detector input.

Suppose $n \leq \min_i \left( \text{rank} \left( \mathbf{H}_i \right) \right)$ VCs, $\text{VC}_k$ for $k \in \{1, \ldots, n\}$, are to be realized. Let $N_d > N_s$ (or $N_r > N_s$) so that the Van Loan form of GSVD (Definition 2.1) holds, producing $n \leq \min \left( N_s, N_r, N_d \right)$ VCs. Applying the GSVD on the channel
matrices $H_1$ and $H_2$, we get $H_1 = U_1 \Sigma_1 Q$ and $H_2 = U_2 \Sigma_2 Q$; the SVD yields $H_3 = V \Lambda R^H$. Choose $W = \alpha \{Q^{-1}\}_{C(n)}$, $F = RU_1^H$, $R_1 = \{U_2^H\}_{R(n)}$, and $R_2 = \{V^H\}_{R(n)}$, where $\alpha$ is the transmit power normalization coefficient. Then we get

$$\hat{y} = \{\alpha \{(\Lambda \Sigma_1 + \Sigma_2)\}_{C(n)} x + \Lambda \hat{n}_1 + \hat{n}_2 + \hat{n}_3\}_{R(n)},$$

(2.11)

where each $\hat{n}_i$ has the same distribution as $n_i$ for $i \in \{1, 2, 3\}$.

SVD beamforming is also possible as follows for this system, since AF relaying is used and the system has a single source–destination pair. Define $y = (y_2^T, y_3^T)^T$. Then we have

$$y = \begin{pmatrix} H_3 F H_1 \\ H_2 \end{pmatrix} W x + \begin{pmatrix} H_3 F n_1 \\ 0 \end{pmatrix} + \begin{pmatrix} n_3 \\ n_2 \end{pmatrix}.$$  

(2.12)

The effective channel $\hat{H}$ in (2.12) can be diagonalized by choosing the transmit and receiver beamforming matrices $W = \{\hat{V}\}_{C(n)}$ and $R = \{\hat{U}^H\}_{R(n)}$, where $\hat{H} = \hat{U} \hat{\Sigma} \hat{V}^H$ is the SVD. However, the choice of $F$ is not straightforward with this approach.

- An apparent choice is selecting $F$ to invert $H_3$. This alternative is as same as performing transmit ZF at the relay.

- Another is having $F = V_3 U_1^H$, where $H_i = U_i \Sigma_i V_i^H$ for $i \in \{1, 3\}$ are SVDs. Its optimality, reasoned out for slightly different configurations in [64, Eqn. (22)] and [65, Eqn. (7)], may be appreciated intuitively: using the spatial directions corresponding to the eigenvectors of the input and output channels appears to be the best choice the relay has, if $F$ and the beamforming matrices $W$, $R$ are not jointly computed.

Fig. 2.9 shows the SERs of the three CVCs in the $(N_s, N_r, N_d) = (4, 3, 5)$ relay configuration for both GSVD beamforming and SVD beamforming. The latter form of $F$ (stated above) is assumed with SVD beamforming. 10$^7$-point Monte Carlo simulation based on (2.11) and (2.12) is employed, and QPSK modulation is assumed; the constant $\alpha$ is computed through simulation to ensure $E\{||Wx||_F^2\} = 1$. 
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Figure 2.9: The SERs of the VCs in the $\left(N_s, N_r, N_d\right) = (4, 3, 5)$ MIMO AF relay configuration—GSVD beamforming vs. SVD beamforming. QPSK modulation is used.

As expected, $\text{VC}_1$ performs better than $\text{VC}_2$ or $\text{VC}_3$. GSVD beamforming achieves within 3 dB of SVD beamforming for moderate SNR; interestingly, GSVD beamforming appears to have higher diversity orders.

Since GSVD beamforming decouples the VCs perfectly at both the relay and the destination, independent signal detection of each VC is possible at the relay as well. Such detection is generally impossible with SVD beamforming. Thus, GSVD beamforming is preferred with decode-and-forward and code-and-forward relay processing schemes. Moreover, having no inter-VC interference, the instantaneous SNR $\gamma_i$ for each $\text{VC}_i$ with GSVD beamforming (under block fading assumptions) is given by

$$
\gamma_i = \frac{\left(\Lambda(i, i) \Sigma_1(i, i) + \Sigma_2(i, i)\right)^2}{\Lambda(i, i)^2 + 2} \alpha^2 P, \quad (2.13)
$$

where $P$ is the transmit SNR. Eqn. (2.13) also enables semi-analytic Monte Carlo simulation.
2.6.3 Application in Network-Coded Two-Way Relaying

In this section, the SER performance of two-way relaying (Fig. 2.10) with physical-layer network coding \[66\] is investigated.

As with AF relaying in Subsection 2.6.2, the channelization involves two time slots; they correspond to the uplink and downlink transmissions, respectively. In the uplink, the users transmit precoded data simultaneously; the relay jointly decodes the received signal (by using the corresponding superimposed constellation) such that the transmitted data effectively ‘XOR in the air’ \[67\], and the XORing is manifested as physical-layer network coding. In the downlink time slot, the relay regenerates the decoded data (which are now the XOR of the two users’ data, possibly with noise-introduced errors) and broadcasts to both the users; each user may extract the other user’s data by detecting the received signal and XORing away its own (transmitted) data.

Suppose that the relay has \(N\) antennas, and each user \(U_i, i \in \{1, 2\}\) has \(M\) antennas; \(N\) VCs, \(VC_i\) for \(i \in \{1, \ldots, N\}\), are to be realized in each direction \(U_1 \rightarrow U_2\) and \(U_2 \rightarrow U_1\) via the relay. A constraint \(N < M\) is imposed to make ZF transmission/reception realizable at the users; it also ensures that GSVD beamforming yields only CVCs, as physical-layer network coding requires. Let \(H_{u1}, H_{u2} \in \mathbb{C}^{N \times M}\) denote the uplink MIMO channels from \(U_1\) and \(U_2\), respectively; \(H_{d1}, H_{d2} \in \mathbb{C}^{M \times N}\) are the corresponding downlink MIMO channels from
the relay. If time division duplexing is used, \( H_{d1} = H_{u1}^T \) and \( H_{d2} = H_{u2}^T \) hold due to channel reciprocity.

Consider the following three channelization schemes:

- **Scheme 1**: ZF transmission is used in the uplink, while GSVD beamforming is used in the downlink.

- **Scheme 2**: ZF transmission and reception are employed, respectively, in the uplink and the downlink.

- **Scheme 3**: GSVD beamforming is used in the downlink; a multiple-access variant of GSVD beamforming implements the uplink.

**Scheme 1**: Here, transmit ZF is employed in the uplink. Thus, the transmit beamforming matrices at \( \mathcal{U}_1 \) and \( \mathcal{U}_2 \) are \( W_1 = \alpha_u (H_{u1})^\dagger \) and \( W_2 = \alpha_u (H_{u2})^\dagger \), respectively. Receiver beamforming at the relay, represented by a matrix \( R = I_N / \alpha_u \), merely involves normalization; \( \alpha_u \) is the transmit power normalization coefficient.

Since the downlink is a two-user broadcast channel, GSVD beamforming can be applied unmodified on \( H_{d1} \) and \( H_{d2} \). Let \( H_{d1} = U_{d1} \Sigma_{d1} V_d \) and \( H_{d2} = U_{d2} \Sigma_{d2} V_d \) be the corresponding GSVD, where \( V_d \in \mathbb{C}^{N \times N} \) represents the common factor given by the decomposition, i.e., the factor \( (W^H R, 0) Q^H \) in (2.2).

The following choice of transmit beamforming matrix \( W \) (for the relay) and the receiver beamforming matrices \( R_1, R_2 \) (for \( \mathcal{U}_1 \) and \( \mathcal{U}_2 \), respectively) ensures joint diagonalization of the MIMO channels:

\[
W = \alpha_d \cdot (V_d)^{-1} \quad (2.14a)
\]
\[
R_1 = \frac{1}{\alpha_d} : \{ U_{d1}^H \}_{\mathcal{R}(1:N)} \quad (2.14b)
\]
\[
R_2 = \frac{1}{\alpha_d} : \{ U_{d2}^H \}_{\mathcal{R}(M-N+1:M)} \quad (2.14c)
\]

Corresponding VC gains for \( \mathcal{U}_1, \mathcal{U}_2 \) are, respectively, given by \( \text{diag} \left( \{ \Sigma_{d1} \}_{\mathcal{R}(1:N)} \right) \) and \( \text{diag} \left( \{ \Sigma_{d2} \}_{\mathcal{R}(M-N+1:N)} \right) \); \( \alpha_d \) normalizes the average relay transmit power.

**Scheme 2**: In this scheme, beamforming for the uplink is as in Scheme 1. However, ZF reception is employed in the downlink. Thus, the corresponding beamforming matrices are \( W_1 = \beta_u (H_{u1})^\dagger \), \( W_2 = \beta_u (H_{u2})^\dagger \), \( R = I_N / \beta_u \), \( W = \beta_d I_N \).
\[ R_1 = (H_{d1})^\dagger / \beta_d, \text{ and } R_2 = (H_{d2})^\dagger / \beta_d, \] where \( \beta_u \) and \( \beta_d \), respectively, normalize the average transmit power in the uplink and downlink time slots. Note that \( U_1 \) and \( U_2 \) are responsible for all the MIMO signal processing in both directions.

**Scheme 3:** Here, GSVD beamforming is employed in the reverse direction for the uplink, with a minor modification to ensure that the effective CVC gains are 1. Consider the GSVD of \( H_u^T \in \mathbb{C}^{M \times N} \) and \( H_{u1}^T \in \mathbb{C}^{M \times N} \) given by \( H_u^T = U_u \Sigma_u V_u \) and \( H_{u2}^T = U_u \Sigma_u V_u \). The transmit beamforming matrices,

\[
W_1 = \delta_u \cdot (U_u \Sigma_u)\dagger \text{ and } \quad (2.15a)
\]

\[
W_2 = \delta_u \cdot (U_u \Sigma_u)\dagger \text{ and } \quad (2.15b)
\]

respectively, for \( U_1 \) and \( U_2 \), and the receiver beamforming matrix,

\[
R = \frac{1}{\delta_u} \cdot (V_u^{-1})^T, \quad (2.15c)
\]

for the relay jointly force each effective uplink channel to be a rank-\( N \) identity matrix. \( \delta_u \) normalizes the average total user transmit power. The transmitter–receiver processing involved here can be thus interpreted as a form of simultaneous transmit and receiver ZF. Downlink beamforming is the same as with Scheme 1; therefore, \( W, R_1, \) and \( R_2 \) are given by equations similar to (2.14a)–(2.14c).

Fig. 2.11 compares the SER performance of the above three schemes for a MIMO two-way relay system with \( (M, N) \doteq (4, 3) \).

**Assumptions:** QPSK modulation with binary symbol mapping is assumed at \( U_1 \) and \( U_2 \). The relay directly decodes the XORed symbols by using the maximum-likelihood detection rule on the corresponding superimposed constellation, and re-modulates the regenerated symbols by using QPSK. Time division duplexing, channel reciprocity, and a symmetric two-way relay configuration undergoing i.i.d. Rayleigh fading are assumed. Normalization coefficients are selected to cause the average transmit power used by each user and the relay 1/3 power units.
Each scheme produces three VCs in either direction.

- **Scheme 1**: Except for the weakest VC in each direction (i.e., VC\(_1\) in the \(U_1 \rightarrow U_2\) direction and VC\(_3\) in the \(U_2 \rightarrow U_1\) direction) having diversity order 2, all other VCs exhibit the same SER performance, faring better than the VCs produced by Scheme 2. (The weakest VCs are about 4 dB worse than those.)

- **Scheme 2**: All the VCs exhibit the same SER performance and a diversity order 2, faring worse than all but the weakest VCs of Schemes 1 and 3.

- **Scheme 3**: The weakest VCs are exactly those of Scheme 1 and exhibit the same SERs as they do. All the other VCs perform identically, yet have the SERs between Scheme 1 and Scheme 3.

To summarize, Scheme 1 fares impressively when compared to Scheme 2, which is
the transmit ZF and receiver ZF–based MIMO two-way relay network implementation typically considered in the literature. Also, GSVD beamforming appears to perform the best, when employed in the downlink, in its original form.

With physical-layer network coding, the overall SER corresponding to each VC is approximately the worst SER it experiences in either of the hops: the uplink or the downlink. Therefore, the above observations can be explained by using a hop-by-hop SER analysis. Given the lack of exact analytic results, we resort to intuitions and simulation results (Fig. 2.12) for this purpose. Because the two-way relay configuration of concern is symmetric, it is sufficient to consider a single direction (say, the $U_1 \rightarrow U_2$ direction via the relay).

Since no pre-ordering of the VCs happens at the transmitter, for a given scheme, all the VCs experience the same SER in the uplink. Therefore, the performance distinctions among the VCs realized by a given scheme can be attributed to downlink
beamforming. According to Theorem 2.1, GSVD beamforming in the downlink causes each $V_{C_r}$ in the $U_2 \rightarrow U_1$ direction and each $V_{C_{(N-r+1)}}$ in the $U_1 \rightarrow U_2$ direction to have a diversity order $(M - r + 1)(N - r + 1)$ for $r \in \{1, \ldots, N\}$. Therefore, the weakest VC has a diversity order $(M - N + 1)$ that of a ZF-based downlink. Confirming these facts, the downlink $V_{C_1}$ and $V_{C_2}$ for Schemes 1 and 3 are observed (Fig. 2.12) to have diversity orders 2 and 6, respectively. (Low Monte Carlo precision precludes curves corresponding to $V_{C_3}$ from showing a diversity order 12.) Moreover, the downlink VCs for Scheme 2 show the diversity order 2. Despite having the same diversity order, ZF reception can be observed to yield better SER than that of the weakest VC realized through GSVD beamforming. These performance distinctions are manifested in the overall SER of a VC (Fig. 2.11) whenever its uplink SER is better than the downlink SER.

Transmit ZF makes the uplink effectively additive Gaussian and causes VCs to have theoretically infinite diversity orders. However, as evident from Fig. 2.12, the corresponding SER is worse than all but the weakest VC of a GSVD downlink (even at the $10^{-5}$ SER level). As a result, for Scheme 1, the downlink governs the overall SER of the weakest VC, while the uplink appears to dictate those of all other VCs. However, at even higher SNR values (and impractically low SER levels) the downlink would dominate the performance of all the VCs. Thus, theoretically, the diversity orders of Scheme 1 will be those of a GSVD downlink (with each VC performing differently). For Scheme 2, the downlink dictates the overall SER, except at low SNR values. Thus, the SER performance of Scheme 1 and Scheme 3 observed in Fig. 2.11 may be qualitatively explained by using the worst of the uplink and downlink SERs. The performance of Scheme 3 can be explained similarly. Moreover, since GSVD uplink beamforming does not completely negate fading as transmit ZF does, GSVD uplink VCs perform worse than their transmit ZF counterparts. This fact, also observed in Fig. 2.12, explains the relative performance difference in Scheme 1 and Scheme 3.
2.7 Conclusion

GSVD beamforming, a non-iterative two-user beamforming technique that produces point-to–two point (common) VCs in addition to the classic point-to-point (private) VCs, was proposed. As demonstrated through numerical results, applications having the corresponding two-user multicast MIMO configuration, including MIMO multicasting and relaying, can benefit significantly. This chapter also provided useful insights about the numbers of private/common VCs and transmit power normalization. Moreover, by using the results from random matrix theory to characterize the VC gains, a foundation was laid for exact performance analysis of GSVD beamforming for Rayleigh fading and MIMO configurations supporting only common VCs.

Since the GSVD does not generalize to more than two matrices, a direct extension of GSVD beamforming for three or more users cannot be foreseen. Such extension will have to exploit a more general joint matrix decomposition technique.

Future directions:

- As illustrated with Theorem 2.1, the framework based on Proposition 2.1 can be used to quantify the performance of certain GSVD beamforming configurations. Obtaining such numerical (and perhaps, exact analytic) performance results are among the future possibilities. Generalizing Proposition 2.1 to eliminate the condition $\min(m, p) \geq k$ is a more challenging possibility; such a generalization would also contribute to random matrix theory.

- The capacity of the two-user MIMO downlink under GSVD beamforming is also worth investigating. Such a result, along with the SER performance, would be useful for determining how GSVD beamforming ranks against the other channelization schemes in a particular situation.

- GSVD beamforming assumes perfect CSI; developing ‘robust’ counterparts that achieve acceptable SER performance under imperfect CSI has a greater practical significance.
Chapter 3

Physical-Layer Multicasting

This chapter outlines a non-iterative beamforming scheme for physical-layer multicasting (PLM) proposed and investigated in this research [47]. The proposed scheme follows a divide-and-conquer strategy that reduces an arbitrary virtual channel (VC)–to-User mapping into a set of manageable non-overlapping sub-mappings, each represented by a multicast antenna group (MAG). A two-phased beamforming scheme comprising inter-MAG beamforming and intra-MAG beamforming phases is then employed to systematically realize all the VCs.

3.1 Introduction

Multicasting [23], or the ability to send the same information to multiple users forming a multicast group (MG), is crucial for multimedia applications such as video streaming. Typically, multicasting happens at higher layers in the network architecture [14], e.g., at the network layer as in IP multicasting [68], or at the medium access control layer as in the IEEE 802.11-2012 standard [24], on top of multiple unicast physical channels. However, when all the users share a common physical medium as in a wireless network (e.g., content delivery over a wireless home media network), multicasting at the physical layer, also known as PLM [69], appears intuitive and attractive because of PLM’s potential for facilitating a multicast data stream by using a single spatial degree of freedom (DoF) at each participating user-terminal. Multicasting at higher layers, by contrast, requires the repetition of the same data over multiple VCs (see Subsection 1.1.4) in the physical layer and thus
uses more spatial DoFs and transmit power.

Since wireless channels are of a broadcast nature, multicasting a single data stream over the air is straightforward; doing so requires only user selection, i.e., getting only the users in the corresponding MG to listen. However, neither providing multiple spatially multiplexed data streams within a single MG nor supporting concurrent MGs is as straightforward, because any interference caused by concurrent transmissions should be suppressed at each user. PLM seeks to overcome this channelization challenge through multi-user beamforming.

![Figure 3.1: VC-to-User mapping in PLM.](image)

PLM typically requires point-to-multipoint VCs (e.g., VC2 in Fig. 3.1), while conventional multi-user beamforming techniques, such as transmit zero forcing (ZF) [19] and block diagonalization (BD) [28], yield only multiple point-to-point VCs. Moreover with PLM, those point-to-multipoint VCs should match the desired VC-to-User mapping. Consequently, none of the known non-iterative beamforming techniques were readily applicable for PLM.

Iterative techniques for PLM have been investigated by considering both the single-antenna and multiple-antenna user configurations. References [69–75] focus on joint optimization of beamforming matrices to minimize performance criteria such as the signal to interference plus noise ratio and the mean squared error, subjected to constraints on, for example, the total transmit power. Performance analysis of certain multicast configurations has also been attempted [54, 76, 77]. However, non-iterative beamforming techniques, which are generally less computationally challenging to implement, have not been previously studied in the PLM literature.
The proposed approach is the first non-iterative beamforming technique for PLM.

The chapter is organized as follows: Section 3.2 introduces concepts pertaining to the novel approach for PLM proposed in Section 3.3. Section 3.4 provides a numerical example highlighting the feasibility of the approach. Section 3.5 concludes the discussion by highlighting directions for future research.

3.2 Background

3.2.1 Unicast vs. Multicast Virtual Channels

The VCs produced by conventional multiple-input multiple-output (MIMO) beamforming techniques are point-to-point; identify them as unicast VCs to emphasize that fact. Let the point-to-multipoint VCs catering to multiple users be designated multicast VCs. For example, the common virtual channels (CVCs) produced by GSVD beamforming (see Chapter 2) are multicast VCs.

In PLM, the total number of unicast and multicast VCs at a terminal may not exceed the available spatial DoFs. For example, in Fig. 3.1 which shows a source multicasting to three users, the source and $\mathcal{U}_3$ should have at least 3 and 2 DoFs, respectively. This requirement is necessary but not sufficient because, as will be explained in Section 3.3, the channelization techniques could require additional DoFs to guarantee the orthogonality of the VCs.

3.2.2 Block Diagonalization

BD [28] produces multiple unicast VCs from a source to multiple users. It is examined here in detail because the proposed inter-MAG beamforming technique generalizes BD.

Consider a multiple antenna source terminal $S$ communicating with $K > 1$ multiple antenna users $\mathcal{U}_i, i \in \{1, \ldots, K\}$. Let $H_i$ be the $S \rightarrow \mathcal{U}_i$ MIMO channel and $\tilde{H}_i = (H_1^T \ldots H_{i-1}^T H_{i+1}^T \ldots H_K^T)^T$ for $i \in \{1, \ldots, K\}$. Given a matrix $\hat{V}_i^{(0)}$ whose columns span the subspace $\text{Null}(\tilde{H}_i) - \text{Null}(H_i)$, a matrix $G_i$ defined as $G_i = H_i^T \hat{V}_i^{(0)}$ would be orthogonal to each $H_j$ for $j \neq i$. Therefore, by having $\hat{V}_i^{(0)}$ as the leftmost factor of the transmit precoding matrix, $S$ may transmit
to $\mathcal{U}_i$, without interfering with any other user $\mathcal{U}_j$. BD exploits this fact to achieve orthogonal communications with multiple users, by having $\mathcal{S}$ transmit a linear combination of signals each thus precoded for a distinct user; this precoding makes the effective channel between $\mathcal{S}$ and the users block diagonal, giving BD its name. Unlike transmit ZF, BD does not prevent MIMO receiver signal processing at the user terminals; therefore, BD yields a better performance. Moreover, BD requires no more antennas at the source than ZF [28, Sec. III.A]. Therefore, despite the increased complexity due to the two-phased approach, i.e., the approach assuring the orthogonality of the users, followed by channelization on top of the thus realized orthogonal effective channels, BD is preferred over ZF for multi-user MIMO. However, as illustrated in Example 3.1, the two-phased approach typically causes BD to produce fewer VCs than ZF.

Example 3.1 Consider a $\{2, 3, 2\} \times 6$ channel [28], representing a 6-antenna source and three users with 2, 3, and 2 antennas, respectively. Suppose that the corresponding MIMO channels are not rank-deficient. BD can produce 4 VCs, i.e., 1, 2, and 1 unicast VC(s) with the respective users. ZF does not hold since the source has less antennas than the user terminals, but it would hold and yield 6 VCs if a user antenna were disregarded (via antenna selection). Had the configuration been $\{2, 3, 2\} \times 7$, both schemes could have produced 7 VCs.

Reference [78] suggests adaptively partitioning the set of user antennas to form correlated antenna groups, each possibly comprising antennas from more than one physical user. Although grouping together antennas from distinct users appears counterintuitive since doing so precludes MIMO receiver processing, this method inspired the notion of MAGs proposed here for PLM.

3.2.3 Multicast Groups

In multicasting, the same information is dispatched to all the users in a multicast group (MG). Consider a $K$-user MIMO downlink from source $\mathcal{S}$, where each $H_k$
represents the $S \rightarrow U_k$ MIMO channel for $k \in \{1, \ldots, K\}$. Let $\mathcal{G} \subseteq \{1, \ldots, K\}$ denote a MG of users $\mathcal{U}_i, i \in \mathcal{G}$ receiving $n > 0$ spatially multiplexed multicast VCs from $S$. Define $m = |\mathcal{G}|$. If we assume that no interference occurs from outside this MG, multi-user beamforming can facilitate the corresponding VCs if a transmit precoding matrix $W$ and receiver reconstruction matrices $R_i, i \in \mathcal{G}$ can be found such that

- $D_i = R_i H_i W$ are diagonal for $i \in \mathcal{G}$, and
- at least $n$ columns of $D = (D_1^T \ldots D_m^T)^T$ for $i_j \in \mathcal{G}$ have $m$ non-zero elements.

Depending on the system design, the other columns of $D$ (if any) can be exploited as unicast VCs or multicast VCs serving some of the users.

In practice, a MG may not function in isolation; consequently, the orthogonality of concurrent MGs is also a concern. Complicating the matters further, the MG-to-User mapping, which depends on the end-user requirements, could be Many-to-Many: i.e., the MGs may partially overlap. Therefore, PLM poses a challenging design problem, for which a systematic solution is proposed in Section 3.3.

### 3.3 Signal Processing & System Design

Consider the $\{M_1, \ldots, M_K\} \times N$ multi-user MIMO downlink channel, corresponding to an $N$-antenna source $S$ multicasting to $K$ users, with the $i^{th}$ user $\mathcal{U}_i$ having $M_i$ antennas for $i \in \{1, \ldots, K\}$. Suppose $M = \sum M_i$. Let $H_i \in \mathbb{C}^{M_i \times N}$ represent the $S \rightarrow \mathcal{U}_i$ MIMO channel. Define $\hat{H} = (H_1^T \ldots H_K^T)^T$.

Suppose that $n$ unicast and multicast VCs, $VC_k$ for $k \in \{1, \ldots, n\}$, are realized, where $n$ is upper bounded by $\text{rank} \left( \hat{H} \right) \leq \min(M, N)$, which is the number of spatial DoFs $S$ has. Moreover, any user $\mathcal{U}_i$ may receive no more than $\text{rank} \left( H_i \right) \leq M_i$ VCs. The Many-to-Many mapping between the users and the VCs, which is governed by the end-user requirements, is thus subjected to these DoF constraints. Therefore, the first hurdle in PLM is deciding if all of the required VCs can be supported without exhausting the spatial DoFs at each terminal. If not,
non-overlapping subsets of the VCs would have to be multiplexed in other orthogonal dimensions (e.g., in time). We do not dwell on this issue here, but take for granted that all the VCs can be spatially multiplexed.

### 3.3.1 Multicast Antenna Groups (MAGs)

On the one hand, the joint computation of the beamforming matrices for $S$ and the users $U_i, i \in \{1, \ldots, K\}$, which considers all the VCs, is optimal in terms of the DoF savings. However, the complexity of this computation might prohibit its use. Implementing the VCs separately, on the other hand, is simpler; but assuring their orthogonality (e.g., via BD) could be costly in terms of the spatial DoFs. Hence, a division coarser than the VC-level is desired where possible. Moreover, accommodating the Many-to-Many mappings between the VCs and the users, in general, requires partitioning the antennas of a given user so that the user may participate in multiple MGs. Therefore, the user-level is too coarse for the aforementioned division.

The solution proposed here is based on an abstract notion of multicast antenna groups (MAGs), a specialization of correlated antenna groups in reference [78], having the following characteristics.

1. **VC-to-MAG relationship is Many-to-One:**
   
   A MAG supports one or more unicast/multicast VCs: $VC_k, \exists k \in \{1, \ldots, n\}$; each VC is associated with just one MAG. VCs catering to a certain subset of users may be accommodated in the same MAG to keep the number of MAGs small.

2. **Antenna-to-MAG relationship is Many-to-One:**
   
   For each supported VC, a MAG has a sufficient number of antennas allocated from the corresponding users.
   
   Let $\Xi_i$ denote the set of antennas at user $U_i$ (excluding any antenna disregarded through antenna selection) and $\Theta_j$ represent the set of antennas associated with MAG $j$, the $j^{th}$ MAG.

---

1 Antenna selection is not desirable in beamforming. However, leaving out certain user antennas could make it easier to assure the orthogonality of the MAGs.
• $|\Xi_i \cap \Theta_j|$ should be no less than the number of VCs in MAG$_j$ catering to $U_i$; $\Xi_i \cap \Theta_j \neq \phi$ iff there are VCs in MAG$_j$ that cater to $U_i$.

• $\Theta_j$s form a partition of $\bigcup_{i} \Xi_i$.

The MAGs provide a partitioning of the antennas lying between the VC-level and the user-level in granularity, enabling a compromise between the two extreme cases: beamforming for the whole system vs. considering the VCs one-by-one.

The proposed channelization scheme for implementing the MAGs and their VCs involves two phases:

• **Phase 1**: Inter-MAG beamforming:
  
The effective MIMO channel $G_j$ pertaining to each MAG$_j$ is formed by concatenating the rows of $\hat{H}$ that correspond to the antennas in $\Theta_j$. Inter-MAG beamforming uses BD to make the communications over $G_j$s orthogonal.

• **Phase 2**: Intra-MAG beamforming:
  
  Since the elements in $\Theta_j$ may come from more than one physical user, multi-user beamforming techniques are typically required for intra-MAG beamforming, i.e., beamforming within the MAGs.

### 3.3.2 Determination of MAGs

Given a PLM problem, the MAGs need to be determined first. The goal here is to reduce the PLM problem to manageable ‘sub-problems’ by breaking down the VC-to-User mapping to non-overlapping sub-mappings.

The VC-to-User mapping needs to be expanded first, by considering the choice of user antennas to support each VC. For the sake of simplicity, the antennas of a given user are assumed interchangeable.\(^2\) Let $\Gamma_0$ be an $M \times n$ binary matrix indicating the mapping the user antennas have with the VCs, such that

• the $i^{th}$ antenna of $j^{th}$ user corresponds to row number $i + \sum_{k=1}^{j-1} M_k$ of $\Gamma_0$ for $i \in \{1, \ldots, M_j\}$ and $j \in \{1, \ldots, K\}$.

\(^2\) Distinguishing between the antennas would require, for instance, considering the all permutations of antenna allocation to the MAGs, as well as the multiple-input single-output channel gains corresponding to the user antennas.
\[ \begin{align*}
\Gamma_0 &= \begin{pmatrix}
V C_1 & V C_2 & V C_3 & V C_4 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\times & \times & \times & \times \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{pmatrix} \quad \leftarrow \mathcal{U}_1 \\
\Gamma_1 &= \begin{pmatrix}
V C_1 & V C_2 & V C_3 & V C_4 \\
1 & 0 & 0 & 0 \\
\bar{1} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
\times & \times & \times & \times
\end{pmatrix} \quad \leftarrow \mathcal{U}_2 \\
\Gamma_2 &= \begin{pmatrix}
V C_1 & V C_2 & V C_3 \\
\bar{1} & 1 & 1 \\
\times & \times & \bar{1} \\
\bar{1} & 1 & 1 \\
\bar{1} & \bar{1} & \bar{1}
\end{pmatrix} \quad \leftarrow \mathcal{U}_3
\end{align*} \]

(a) \hspace{2cm} (b) \hspace{2cm} (c)

Figure 3.2: A simple VC-to-User mapping involving three users and four multicast VCs. The non-zero entries in rows corresponding to individual users \( \mathcal{U}_1, \mathcal{U}_2, \) and \( \mathcal{U}_3 \) are indicated as 1, \( \bar{1}, \) and \( \bar{1} \), respectively.

- the columns of \( \Gamma_0 \) correspond to VCs, and

- each non-zero element in \( \Gamma_0 \) associates a VC with a corresponding antenna.

A MAG should have a sufficient number of antennas allotted from the respective users to support the VCs they receive. The antennas the users may have in excess of this number can be treated as *don’t cares* \(^3\) (designated as rows of ‘×’ on \( \Gamma_0 \)) to gain more leeway in determining the MAGs. Thus, each row of \( \Gamma_0 \) will have a single unit element (i.e., 1); each column will have at least one unit element (Fig. 3.2a).

Since the VC-to-MAG relationship can be Many-to-One, the first step towards determining the MAGs is interchanging the rows of \( \Gamma_0 \) to make the non-zero ele-

\(^3\)Once the MAGs are determined, those excess antennas can be assigned to arbitrary MAGs to avoid the loss of diversity benefits. However, where eliminating an excess antenna makes inter-MAG beamforming simpler, that antenna may be disregarded through antenna selection.
ments on each column adjacent and the resulting mapping $\Gamma_1$ block diagonal. As with $\Gamma_1$ of Fig. 3.2b, the don’t cares can be disregarded during this process. Since each block in $\Gamma_1$’s structure may be interpreted as representing a MAG supporting a single VC, $\Gamma_1$ corresponds to the VC-level division mentioned in Subsection 3.3.1. PLM based on a VC-level division is realizable irrespective of the VC-to-User mapping, provided that the source has sufficient DoFs to ensure the orthogonality of the MAGs.

The cost of inter-MAG beamforming makes it preferable to minimize the number of MAGs. Therefore, more than one VC may be associated with a MAG (e.g., the VCs serving similar sets of users may be grouped together), provided that the VC mapping within each MAG is realizable through any intra-MAG beamforming technique. The block diagonal form in $\Gamma_2$ of Fig. 3.2c, obtained by interchanging rows and columns of $\Gamma_1$, for instance, has realizable mappings for each of its two MAGs. (In fact, GSVD beamforming can be used to realize the VCs.) Note how $\mathcal{U}_3$’s antennas are split between the two MAGs, highlighting why a user-level division is too coarse and the use of MAGs is needed.

Example 3.2 illustrates the VC realizations possible for the VC-to-User mapping in Fig. 3.2, highlighting the implications of the divide-and-conquer strategy of the proposed channelization scheme.

**Example 3.2** Let $H_1 \in \mathbb{C}^{3 \times N}$, $H_2 \in \mathbb{C}^{2 \times N}$, and $H_3 \in \mathbb{C}^{4 \times N}$ represent the $S \rightarrow \mathcal{U}_1$, $S \rightarrow \mathcal{U}_2$, and $S \rightarrow \mathcal{U}_3$ channels, where source $S$ has $N$ antennas.

- **Possibility 1:** Based on $\Gamma_2$, the VCs can be realized with 2 MAGs:

  - MAG$_1$ using 3 antennas from $\mathcal{U}_1$ and 2 antennas from $\mathcal{U}_3$ to support VC$_1$ and VC$_4$, and

  - MAG$_2$ using 2 antennas each from $\mathcal{U}_2$ and $\mathcal{U}_3$ to support VC$_2$ and VC$_3$.

$\Gamma_0$ being a simple mapping, only $\mathcal{U}_3$’s antennas have to be split between the MAGs; similar VCs (e.g., VC$_1$ and VC$_4$) are easily grouped into the
same MAG. The effective channel matrix for MAG\textsubscript{1} is $G_1 \in \mathbb{C}^{5 \times N}$. For example, $G_1$ could have rows of $H_1$ and the first 2 rows (say) of $H_3$; the matrix $G_2 \in \mathbb{C}^{4 \times N}$ corresponding to MAG\textsubscript{2} may be similarly defined with rows of $H_2$ and remaining rows of $H_3$;

$$i.e.,\ G_1 = \begin{pmatrix} H_1 \\ \{H_3\}_{\mathcal{R}(1:2)} \end{pmatrix} \quad \text{and} \quad G_2 = \begin{pmatrix} H_2 \\ \{H_3\}_{\mathcal{R}(3:4)} \end{pmatrix}.$$ 

Supposing the channels are not rank-deficient, any $N \geq 7$ can make the MAGs orthogonal. Had the excess antenna of $U_1$ (corresponding to the don’t cares in $\Gamma_2$) been disregarded, $N = 6$ would have been sufficient to achieve the same VCs.

- **Possibility 2:** Alternatively, as implied by $\Gamma_1$, the system can be implemented with 4 MAGs, each supporting a distinct multicast VC. The requirement for orthogonality of the MAGs is $N \geq 7$ even after disregarding the excess antenna. (It is $N \geq 9$, if that antenna is considered.)

The effective channels $G_i, i \in \{1, \ldots, 4\}$, with each $G_i$ corresponding to MAG\textsubscript{i}, which implements VC\textsubscript{i}, would be of following (or similar) form:

$$G_1 = \begin{pmatrix} \{H_1\}_{\mathcal{R}(1)} \\ \{H_3\}_{\mathcal{R}(1)} \end{pmatrix}, \quad G_2 = \begin{pmatrix} \{H_2\}_{\mathcal{R}(1)} \\ \{H_3\}_{\mathcal{R}(2)} \end{pmatrix},$$

$$G_3 = \begin{pmatrix} \{H_2\}_{\mathcal{R}(2)} \\ \{H_3\}_{\mathcal{R}(3)} \end{pmatrix}, \quad \text{and} \quad G_4 = \begin{pmatrix} \{H_1\}_{\mathcal{R}(2)} \\ \{H_4\}_{\mathcal{R}(1)} \end{pmatrix}.$$ 

Inter-MAG beamforming would make each MAG effectively single-input multiple-output, for which intra-MAG beamforming is trivial.

- **Possibility 3:** Multicasting at higher layers (by using multiple unicast VCs in place of each multicast VC) is also possible. Doing so requires $N \geq 9$ if the excess antenna is considered, and $N \geq 8$ if it is disregarded.

PLM is possible even when $S$ has fewer antennas than the users’ total. Having fewer MAGs lowers the antenna requirement at $S$, but makes intra-MAG beamforming more challenging. Therefore, a compromise is necessary with this divide-and-conquer strategy.
3.3.3 Inter-MAG Beamforming

With transmit channel-state information (CSI), inter-MAG beamforming ensures the orthogonality of communications in distinct MAGs. This result is achieved by considering each MAG as a virtual user and applying a variant of BD. Let \( G_j \in \mathbb{C}^{(\Theta_j) \times N} \) be the effective channel corresponding to each MAG\( j \). Consider \( V_j^{(0)} \in \mathbb{C}^{N \times n_j} \) whose columns span the space \( \bigcap_{k \neq j} \text{Null}(G_k) - \text{Null}(G_j) \); \( n_j = \text{rank}(\hat{H}) - \text{rank}(\tilde{G}_j) \) gives the maximal number of VCs each MAG\( j \) may support, where \( \tilde{G}_j = (G_1^T \ldots G_{j-1}^T \ G_j^T \ldots G_K^T)^T. \) (Notably, \( \sum n_j \) cannot exceed the total spatial DoFs at \( S \).) Let \( r_j \leq n_j \) be the number of VCs end-users require each MAG\( j \) to support.

- **Approach 1:** Consider each effective channel matrix \( \hat{G}_j = G_j V_j^{(0)} \), and compute a transmit precoding matrix \( W_j \) along with the receiver reconstruction matrices by using a suitable intra-MAG beamforming technique. Then, the matrices \( \hat{W}_j \), each formed with selected \( r_j \) columns of \( V_j^{(0)} W_j \), will jointly ensure that all VC-to-User mappings are realized.

- **Approach 2:** Alternatively, \( \hat{G}_j \) may be defined as \( G_j \left\{ V_j^{(0)} \right\}_{c(r_j)} \); the transmit precoding matrices computed for the respective intra-MAG beamforming schemes may be modified as \( \hat{W}_j = \left\{ V_j^{(0)} \right\}_{c(r_j)} W_j \).

Approach 2 above apparently yields lower diversity gains than Approach 1 but sometimes simplifies intra-MAG beamforming (e.g., when \( r_j = 1 \)). The receiver reconstruction matrices produced by linear intra-MAG beamforming techniques require no modification with either approach.

3.3.4 Intra-MAG Beamforming

Intra-MAG beamforming jointly computes the precoding matrix \( W_j \) and the reconstruction matrices \( R_{j,i}, i \in \{1, \ldots, K\} \) to implement the VCs within each MAG\( j \); the orthogonalized effective channel \( \hat{G}_j \) obtained through inter-MAG beamforming is used for this process.

Each row of \( \hat{G}_j \) corresponds to a distinct antenna coming from a physical user being served by a VC associated with the MAG\( j \). Without a loss of generality,
assume that the rows corresponding to each user are adjacent and grouped together as blocks within $\hat{G}_j$. That is, $\hat{G}_j = \left( \hat{G}_{j,1}^T \ldots \hat{G}_{j,K}^T \right)^T$, where each submatrix $\hat{G}_{j,i} \in \mathbb{C}^{\vert \Xi_i \cap \Theta_j \vert \times n_j}$, $i \in \{1, \ldots, K\}$ corresponds to antennas contributed by $\mathcal{U}_i$ to MAG$_j$ and possibly has zero rows (whenever $\Xi_i \cap \Theta_j = \varnothing$).

Outlined below are three possibilities for intra-MAG beamforming.

- **Single-input multiple-output diversity combining:** This technique may be employed whenever the effective channel $\hat{G}_j$ is a column vector (i.e., $n_j = 1$). It is similar to diversity combining in a multi-user single-input multiple-output channel, and an arbitrary number of users can be catered to. A scalar $W_j = 1$ is used for precoding, while vectors $R_j,i = \hat{G}_{j,i}^H$ facilitate maximal ratio combining \[13\,\text{p.214}\]. The simplicity and the straightforwardness of this approach might even justify having a separate MAG for each VC whenever the DoFs at $\mathcal{S}$ are adequate.

- **MIMO beamforming:** With trivial MAGs catering to a single physical user, intra-MAG beamforming reduces to beamforming for point-to-point MIMO channels. Eigenmode transmission based on the singular value decomposition (SVD) \[8,\,\text{Eqn. (5)}\], for instance, is a suitable candidate for this case.

- **GSVD beamforming:** GSVD beamforming (see Chapter 2) may be used with MAGs associated with two physical users. Depending on the VC-to-User sub-mapping for the MAG, rank reduction or antenna selection may be required, as outlined in Section 2.5, to realize the desired combination of the unicast (private) and multicast (common) VCs.

Intra-MAG beamforming for more general and complicated mappings is desired in terms of the spatial DoFs savings. However, non-iterative algorithms are not presently available for this purpose. Therefore, the MAGs determined in Subsection 3.3.2 should be simple enough for their intra-MAG beamforming to be realized by using one of the above possibilities.
Figure 3.3: The SERs at each user in Example 3.2 assuming $N = 7$ and PLM based on $\Gamma_2$. Each $(U_k, VC_j)$ designates the SER at the $k^{th}$ user for the $j^{th}$ VC. The curves for PLM based on $\Gamma_1$ (solid with ■ marker) overlap. QPSK modulation is used.

3.4 Numerical Results

The simulation-based symbol error rate (SER) performance results are presented here for the multi-user MIMO multicast configuration corresponding to Example 3.2.

Assumptions: Independent and identically distributed (i.i.d.) Rayleigh block fading is assumed for the $S \rightarrow U_1$, $S \rightarrow U_2$, and $S \rightarrow U_3$ MIMO channels. Monte Carlo simulation uses $10^6$ channel realizations; a block of 10 quadrature phase shift keying (QPSK) modulated symbols per VC is transmitted for each channel realization. The average transmit power is normalized to be $N$ power units.

Fig. 3.3 shows the SERs experienced by each user in Example 3.2. $S$ is assumed to have $N = 7$ antennas so that the MAGs based on both the VC-to-User mappings $\Gamma_1$ and $\Gamma_2$ can be realized. Single-input multiple-output diversity combining is used with $\Gamma_1$-based MAGs; GSVD beamforming is used with $\Gamma_2$-based ones. In the $\Gamma_1$-
Figure 3.4: The SERs at each user in Example 3.2, assuming $N = 6$ and PLM based on $\Gamma_2$ — i.e., disregarding the excess antenna. Each $(U_k, VC_j)$ designates the SER at the $k^{th}$ user for the $j^{th}$ VC. QPSK modulation is used.

Based 4-MAG implementation, all the VCs exhibit an identical SER performance. Although an exact analytical characterization of the SERs is not available for GSVD beamforming, the relative merits of the curves in Fig. 3.3 can be interpreted easily. For instance, consider VC$_2$ and VC$_3$ corresponding to MAG$_2$ of Example 3.2. At any given moment, the signal to noise ratios (SNRs) for the multicast VCs produced by GSVD beamforming are in descending order for $U_2$ and in ascending order for $U_3$. Therefore, $U_2$ experiences better performance (and a higher diversity order) for VC$_2$ and worse performance for VC$_3$, whereas $U_3$ experiences the opposite. Similar observations can be made regarding VC$_1$ and VC$_4$ supported by MAG$_1$, even though the performance of $U_1$ and $U_3$ is dissimilar because of the asymmetry caused by the excess antenna at $U_1$.

The effect of symmetry is evident in Fig. 3.4 which assumes $N = 6$ and disregards the excess antenna altogether. As expected, all 4 VCs exhibit a similar SER performance; the relative merits of the VCs at a given user can be argued as before.
Code 3.1 MATLAB code for $\Gamma_2$-based PLM implementation of Example 3.2

```matlab
% channel matrices
H1 = (randn(2,6)+1i*randn(2,6))/sqrt(2); % for U_1; MAG_1
H2 = (randn(2,6)+1i*randn(2,6))/sqrt(2); % for U_2; MAG_2
H3 = (randn(4,6)+1i*randn(4,6))/sqrt(2);
H3a = H3(1:2,:); H3b = H3(3:4,:); % for U_3; MAG_1, MAG_2
% compute basis for each null space (for inter-MAG beamforming)
G1 = [H1; H3a]; [~,S,V] = svd(G1); V02 = V(:,rank(S)+1:end);
G2 = [H2; H3b]; [~,S,V] = svd(G2); V01 = V(:,rank(S)+1:end);
% effective channel matrices
H1hat = H1 * V01;
H2hat = H2 * V02;
H3ahat = H3a * V01; H3bhat = H3b * V02;
% GSVD (intra-MAG) beamforming
% (adjusted for MATLAB GSVD implementation differences)
[V1,U1,X,~] = gsvd(H3ahat,H1hat); Q = X'; Qinv1 = Q'/(Q*Q');
[V2,U2,X,~] = gsvd(H3bhat,H2hat); Q = X'; Qinv2 = Q'/(Q*Q');
% joint beamforming matrices
W = [V01*Qinv1, V02*Qinv2]; % for transmission
R1 = U1'; R2 = U2'; R3 = blkdiag(V1,V2)'; % for reception
% fix order of antennas and VCs
R3 = R3([1,3,4,2],:); W = W(:,[1,3,4,2]);
% compute effective VC gains at each user
map = [R1*H1; R2*H2; R3*H3]*W;
inhibit = @(x)x.*((abs(x)>1e-15));
inhibit(real(map))+1i*inhibit(imag(map)) % display VC gains

MATLAB output:

```matlab
>> ans =
0.8615 0 0 0
0 0 0 0.5441
0 0.9473 0 0
0 0 0.2772 0
0.5077 0 0 0
0 0.3203 0 0
0 0 0.9608 0
0 0 0 0.8390
```

Code 3.1 illustrates, in MATLAB script, the operations required to realize the mapping $\Gamma_0$ of Fig. 3.2 by using PLM based on $\Gamma_2$. $N = 6$ is assumed, and the excess antenna at $U_1$ is disregarded. The output ans on the MATLAB command line shows the VC-gains achieved for a single realization of i.i.d. Rayleigh faded MIMO channels. The correspondence of the non-zero entries of $\Gamma_0$ (in Fig. 3.2) and the output confirms that the desired VC-to-User mapping is realized perfectly.
3.5 Conclusion

A two-phased, non-iterative, divide-and-conquer PLM scheme was proposed to implement an arbitrary VC-to-User mapping over a MIMO multi-user downlink. The scheme reduces a VC-to-User mapping into a set of non-overlapping sub-mappings, each represented by a multicast antenna group (MAG), such that the unicast and multicast VCs corresponding to these sub-mappings can be realized through non-iterative (intra-MAG) beamforming. The first phase, inter-MAG beamforming, uses a generalized form of BD to ensure the orthogonality of communications in different MAGs; the second phase, intra-MAG beamforming, realizes the VCs on top of the orthogonal effective channels produced by inter-MAG beamforming. Numerical results were provided to establish the viability of the proposed scheme for a sample VC-to-User mapping.

Future directions:

- Only three candidate techniques were identified in Subsection 3.3.4 for intra-MAG beamforming. Non-iterative multi-user beamforming techniques that can realize more complicated sub-mappings (e.g., involving three users) still need to be developed.

- A comparison of the proposed approach with iterative PLM techniques is also of interest. The SER and sum-rate could be used as performance measures; the results would more definitively establish whether the proposed scheme is worth pursuing.

- The exact performance of the systems using the proposed scheme is mathematically tractable, at least for i.i.d. Rayleigh fading and with single-input multiple-output and SVD-based MIMO intra-MAG beamforming. Such analytic results are yet to be derived.
Chapter 4

Spatial Multipath Resolution

This chapter outlines spatial multipath resolution (SMR), a novel signal processing technique that exploits excess spatial degrees of freedom (DoFs) available at the receiver to combat multipath fading. SMR’s pros and cons are highlighted by using applications with space time block codes (STBCs) and eigenmode transmission; the benefits of partial SMR and adaptive SMR are also highlighted.

4.1 Introduction

The inter-symbol interference (ISI) caused by frequency selective multipath fading (see Subsection 1.1.1) severely degrades the quality-of-service of multiple-input multiple-output (MIMO) wireless systems, especially at high data rates. The ISI is typically mitigated by using orthogonal frequency division multiplexing (OFDM) [9], the classic alternatives for which include time-domain equalization [14, Sec. 10.2], time-reversal [79], and maximum-likelihood sequence estimation [80]. In OFDM, the bandwidth is split into a number of narrowband subcarriers, each carrying data at a lower rate and thus avoiding the ISI. The latest wireless standards, including 3GPP LTE [38], WiGig [44], and WiMAX [59], use OFDM.

A MIMO receiver designed to meet certain minimal quality-of-services requirements could have spatial DoFs in excess to that required to meet the desired data rates and error rates under favorable channel conditions. Those ‘excess’ DoFs would remain unused, unless they are exploited for benefits other than diversity or multiplexing; SMR uses them to combat multipath fading.
SMR employs a unique rake receiver, which, unlike direct sequence code division multiple access receivers \[81\], which use code dimension, employs spatial signal processing (by using the space dimension) at the receiver fingers to extract the signal components received over individual paths. By appropriately delaying and then combining the extracted signal components, SMR transforms the received signal into an equivalent signal received over an effective MIMO channel undergoing flat fading. In other words, SMR flattens the effective MIMO channel, on top of which, MIMO channelization techniques (see Subsection 1.1.3), including eigenmode transmission \[8\] and STBCs \[20\], can be implemented. Thus, SMR can be considered as a single carrier alternative to OFDM. Moreover, it can supplement OFDM in, for example, the form of hybrid SMR–OFDM requiring fewer subcarriers than OFDM.

More specifically, SMR exploits the left nullspace of the MIMO channel taps to extract the multipath signal components, provided that the receiver has sufficiently more spatial DoFs than the transmitter. Consequently, perfect SMR requires the receiver to have as many antennas as the number of antennas at the transmitter multiplied by the number of multipaths. However, as demonstrated in Section 4.4, even partial SMR, i.e., resolving a smaller set of strongest multipath components by using a feasibly lesser number of receiver antennas, could significantly suppress the ISI.

Reference \[49\] proposes SMR, examines its performance with MIMO eigenmode transmission, and highlights the benefits of partial SMR. There, the transmit beamforming matrix \(W\) and a set of receiver beamforming matrices \(R_l\)'s are jointly computed such that the \(R_l\)'s resolve the multipath signals, and along with \(W\), combining the appropriately delayed resolved signals yields orthogonal virtual channels (VCs) over a flattened effective MIMO channel.

In \[48\], the potential of MIMO STBC–SMR configurations and the benefits of adaptive SMR, i.e., adjusting the extent of partial SMR based on the channel state, are highlighted. The Alamouti code \[82\], which is the simplest of the STBCs and is used in wireless standards including the IEEE 802.11n \[83\] standard, is considered in \[48\]. With STBCs, only the combiner weights \(R_l\)'s need to be computed. There-
fore, unlike eigenmode transmission, the STBCs do not require transmit channel-state information (CSI); neither does SMR. This fact, along with the observation that having more antennas at the receiver is preferred with the STBCs as well as the SMR, makes SMR more appealing with STBCs than with eigenmode transmission. Moreover, since SMR does not affect the STBC transmitter processing, the receiver may employ adaptive SMR without coordinating with the transmitter by using, for example, the error rate (determined by using an error-detection code), as a criterion for adaption.

The chapter is organized as follows: Section 4.2 details the system model of a MIMO STBC–SMR configuration and explains how SMR signal processing reduces the signal received over a multipath MIMO channel to that corresponding to the same STBC over a flattened effective MIMO channel. The symbol error rate (SER) simulation results are presented in Section 4.4 for the Alamouti STBC scheme, and the use of the practical multipath MIMO channel model outlined in Section 4.3 is assumed. The trade-off between the ISI reduction and diversity loss due to SMR is thereby examined; the prospects of adaptive SMR are also highlighted. Section 4.5 briefly summarizes eigenmode transmission with SMR [49]. The conclusion follows in Section 4.6.

### 4.2 Signal Processing

#### 4.2.1 STBC over Multipath MIMO

**Assumptions:** Perfect CSI at the receiver (Transmit CSI is required only with beamforming) and block fading.

Consider a multipath MIMO channel given by

\[
H(k) = \sum_{l=0}^{L-1} H_l \delta(k - \tau_l),
\]

(4.1)

where \(L\) is the channel length, and \(H_l \in \mathbb{C}^{N_r \times N_t}\) represents the channel matrix tap of the \(l^{th}\) strongest multipath component, such that \(||H_k||_F \geq ||H_l||_F\) for \(k < l\) and

\(^1\) For instance, the maximum achievable rate of orthogonal STBCs, given by \(1/2 + 1/n\) [84], where \(n = 2 \lceil N_t/2 \rceil\), diminishes with the increasing number of transmit antennas \(N_t\); the diversity order of the STBCs improves linearly with the number of receiver antennas.
\(k, l \in \{0, \ldots, L-1\}\). Let \(\tau_l\) be the corresponding discretized delay in time units, each equal to a symbol duration. Define \(m = \arg \min_l (\tau_l)\). Conventionally, \(H_0\) is deemed the desired path, and the others, the interfering paths.

Suppose a symbol vector \(S^{(k)} \in \mathbb{C}^{N_s \times 1}\) is transmitted once every \(T\) time units, i.e., during the time units \(kT\) through \(((k+1)T-1)\) for \(k \geq 0\), in the form of space time blocks \(X^{(k)} \in \mathbb{C}^{N_t \times T}\). The rate of the code is \(N_s/T\). Denote by \(x^{(j)} \in \mathbb{C}^{N_t \times 1}\) for \(j \geq 0\) the sub-block of space time coded symbols transmitted during the \(j^{th}\) time instance. Thus, we have \(X^{(k)} = (x^{(kT)} \ x^{(kT+1)} \ldots \ x^{((k+1)T-1)})\) for \(k \geq 0\).

Therefore, the sub-block of received symbols at the point of the first reception of a replica of \(x^{(j)}\) is given by

\[
y^{(j)} = \sum_{l=0}^{L-1} H_l x^{(j-\tau_l+\tau_m)} + n^{(j)},
\]

where \(n^{(j)} \in \mathbb{C}^{N_r \times 1}\) is the corresponding additive noise at the receiver. Note that \(y^{(j)}\) lags the transmission of \(x^{(j)}\) by \(\tau_m\) time units. The conventional STBC receiver processes the \(y^{(j)}\)’s corresponding to each transmitted \(X^{(k)}\) in order to obtain the estimates of \(S^{(k)}\). The ISI is manifested as inter–space time block interference and intra–space time block interference, making symbol detection quite challenging.

### 4.2.2 Receiver Design

![Figure 4.1: The basic rake receiver structure for SMR.](image)

The proposed SMR rake receiver structure (Fig. 4.1) precedes STBC signal detection in the STBC–SMR receiver.
The matrices $R_l \in \mathbb{C}^{N_r \times N_r}$, defined as

$$R_l H_n = 0, \forall l \neq n \text{ and } R_l H_l \neq 0, \quad (4.3)$$

for $l, n \in \{0, \ldots, \tilde{L} - 1\}$, represent the spatial signal processing for extracting the $\tilde{L} \leq L$ strongest multipath components. The $R_l$s also include the combiner weights (described in page 59); the effective number $\tilde{N}_r$ of receiver antennas after SMR depends on the choice of the combiner weights $C_l$s.

Each thus extracted $l$th path signal is given by

$$y^{(j)}_l = R_l (H_l x^{(j-\tau_l+\tau_m)} + n^{(j)}) + R_l \sum_{k=\tilde{L}}^{L-1} H_k x^{(j-\tau_k+\tau_m)}, \quad (4.4)$$

where $m = \arg \min_{l \in \{0, \ldots, \tilde{L} - 1\}} (\tau_l)$.

The extracted signals are delayed, each $y^{(j)}_l$ by $(\tau_l - \tau_m)$ time units, and then combined as in (4.5) to form a set of ISI reduced symbols $\tilde{y}^{(j)}$ corresponding to a single $x^{(j)}$.

$$\tilde{y}^{(j)} = \sum_{l=0}^{\tilde{L} - 1} y^{(j+\tau_l-\tau_m)}_l \quad (4.5)$$

$$= \sum_{l=0}^{\tilde{L} - 1} R_l H_l \cdot x^{(j)} + \tilde{\sum}_{l=0}^{\tilde{L} - 1} R_l n^{(j+\tau_l-\tau_m)} + \tilde{\sum}_{l=0}^{\tilde{L} - 1} \tilde{\sum}_{k=\tilde{L}}^{L-1} R_l H_k x^{(j-\tau_k+\tau_l)} \quad (4.6)$$

Note that the elimination of the residual ISI from (4.6) requires choosing $\tilde{L} = L$. However, the numerical results (see Section 4.4) indicate that even smaller $\tilde{L}$s eliminate a significant portion of the ISI.

$H_{\text{eff}} \in \mathbb{C}^{\tilde{N}_r \times N_t}$ in (4.6) is the flattened effective MIMO channel. Therefore, the space time block $Y^{(k)} = (\tilde{y}^{(kT)} \tilde{y}^{(kT+1)} \ldots \tilde{y}^{((k+1)T-1)})$ for $k \geq 0$ represents the received signal corresponding to an input signal $X^{(k)}$ and an effective channel $H_{\text{eff}}$.

Thus, we have

$$Y^{(k)} = H_{\text{eff}} X^{(k)} + N^{(k)} + \text{residual ISI}, \quad (4.7)$$

where $N^{(k)} = (\tilde{n}^{(kT)} \tilde{n}^{(kT+1)} \ldots \tilde{n}^{((k+1)T-1)})$ is the effective additive noise.
Each $R_l$ can be found to satisfy (4.3) provided that the receiver has a sufficient number of antennas. Let $	ilde{H}_l = (H_0 \ldots H_{l-1} H_{l+1} \ldots H_{\tilde{L}-1})$ for $l \in \{0, \ldots, \tilde{L} - 1\}$; $	ilde{H}_l = U_l \Sigma_l V_l^H$ is its singular value decomposition (SVD), and $m_l = \text{rank}(\tilde{H}_l)$. Define $\tilde{U}_l = \left(\{U_l\}_C^{\infty(m_l+1:\tilde{N}_r)}, 0_l\right)$, where $0_l \in \mathbb{C}^{\tilde{N}_r \times m_l}$ is a zero matrix, and we have $\tilde{U}_l$ orthogonal to each $H_k$ for $k \neq l$. Then

$$R_l = C_l (\tilde{U}_l)^H,$$

$l \in \{0, \ldots, \tilde{L} - 1\}$ satisfy the orthogonality requirement (4.3) for the arbitrary combiner weights, represented by matrices $C_l \in \mathbb{C}^{\tilde{N}_r \times \tilde{N}_r}$.

As demonstrated in Section 4.4, the choice of the $C_l$s affects not just the SER performance, but even the diversity order. Three possibilities are outlined below.

- **Possibility 1:** Using $I_{\tilde{N}_r}$ as the combiner weights appears to be the simplest choice, but doing so causes the rows $(\tilde{N}_r - m_l)$ onwards of each $R_l$ to be zero, thus making $	ilde{N}_r = \tilde{N}_r - \min_l (m_l)$ and each $C_l = \{I_{\tilde{N}_r}\}_{R(l, \tilde{N}_r)}$. Note that this $\tilde{N}_r$ is the smallest possible.

- **Possibility 2:** Another possibility is using $C_l = P_l$, where each $P_l \in \mathbb{C}^{\tilde{N}_r \times \tilde{N}_r}$ is a randomly chosen permutation matrix [5, p.25].

- **Possibility 3:** Cascading the resolved paths is yet another possibility. Doing so makes $\tilde{N}_r = (\tilde{L} \cdot \tilde{N}_r) - \sum_{l=0}^{\tilde{L}-1} m_l$ and yields the best SERs. Corresponding $C_l$s are of the form $(0_{l,1} I_{\tilde{N}_r - m_l} 0_{l,2})^T$, where each $0_{l,1}$ has $\sum_{k=0}^{l-1}(\tilde{N}_r - m_k)$ zero columns, and each $0_{l,2}$, $\sum_{k=l+1}^{\tilde{L}-1}(\tilde{N}_r - m_k)$ zero columns. $\tilde{N}_r$ could exceed $\tilde{N}_r$; however, since $R_l$s are correlated, this $\tilde{N}_r$ would not necessarily increase the MIMO diversity.

Note that all three possibilities above are forms of equal gain combining. Other forms of combining are also possible. Given (4.7), the estimation of $X^{(k)}$ (and then, of $S^{(k)}$) requires only conventional STBC signal detection.
4.3 Multipath MIMO Channel Model

The ‘Omni-Tx, Rx-15°, NICTA’ scenario of the IEEE 802.15.3c NLOS (CM4) multipath single-input single-output model [§85, Sec. 6.2.2] is extended here for MIMO. This model assumes multiple clusters of scatterers that surround the transmitter while forming a small angle (< 15°) at the receiver, and multiple rays arriving at the receiver after being scattered at each of those clusters. Parameters including the number of clusters, number of rays per each cluster, inter-cluster/inter-ray arrival delays, and decay rates of the gains are modeled as random variables.

![Ray-scattering diagram](image)

Figure 4.2: Ray-scattering in accordance to the multipath MIMO channel model in Section 4.3 and corresponding to the first transmit–receive antenna pair. Assumes four clusters, and for this specific antenna pair, 2, 2, 3, and 1 ray(s) scattering via the clusters 1 through 4, respectively.

The extension for MIMO is as follows (see Fig. 4.2). For a given channel realization, the scatterer clusters are assumed to be common to all transmit–receive antenna pairs; therefore, the inter-cluster parameters [§85, Sec. 6.1] are considered common. The rays passing through each cluster, on the other hand, are assumed to be independent for each transmit–receive antenna pair. Thus, the intra-cluster parameters are independently instantiated for different transmit–receive antenna pairs. The resulting discrete multipath MIMO channel is normalized such that

\[ \sum_{l=0}^{L-1} \mathbb{E}\{| |H_l||_F^2\} = 1. \]

This extension should hold (approximately) where inter-antenna separation within the antenna arrays is significantly smaller than the distances between the transceivers and the scatterers. Note that \( L \), the number of taps
Figure 4.3: (a) Histogram of channel length $L$ corresponding to a $10 \times 2$ multipath MIMO channel. Mean length $\mathcal{E}\{L\} = 4.25$, and perfect SMR is possible for $L \leq N_r/N_t = 5$ (i.e., $\approx 81\%$ the time). (b) Average relative strength $\mathcal{E}\{|H_k|^2 F/|H_0|^2 F\}$ of the $k$th strongest multipath component.

in the multipath MIMO channel, varies between channel realizations. Fig. 4.3a gives the histogram of $L$ for a $10 \times 2$ MIMO channel based on this model (the model parameters are those assumed in Section 4.4).

Remark:
- The choice of the above channel model for this work is arbitrary; SMR is feasible irrespective of the channel model, provided that the receiver has sufficient DoFs.

### 4.4 Numerical Results (for STBC–SMR)

This section investigates the SER performance of SMR with STBCs by using Monte Carlo simulation. The Alamouti scheme [82], which has $N_t = N_s = T = 2$ and

$$
X^{(k)} = \begin{pmatrix}
(s_1^{(k)})^* & (s_2^{(k)})^*
\end{pmatrix}, \quad \text{where} \quad S^{(k)} = \begin{pmatrix}
s_1^{(k)}
s_2^{(k)}
\end{pmatrix},
$$

(4.9)

is used for the purpose.
Figure 4.4: The SERs of SMR with STBC for $N_r = 10$ and Alamouti code. The curves are shown for the cases (i) best path without SMR (dotted), (ii) SMR with $C_l = I_{N_r}$ (solid), (iii) SMR with random permutation matrix $P_l$ as $C_l$ (solid, with ■ markers), (iv) SMR with cascaded resolved paths (solid, with • markers), and (v) isolated best path (dashed). QPSK modulation is used.

Assumptions: $10^6$ realizations of an $N_r \times 2$ MIMO channel (based on the multipath channel model in Section 4.3) are simulated. The simulation parameters are those given under ‘Omni-Tx, Rx-15°, NICTA’ in [85, Table 4]; the shadowing effect, and hence, the parameters $\sigma_c$ and $\sigma_r$ therein are disregarded. Average numbers of 6 clusters and 6 rays per cluster are assumed. Unit receiver antenna gains are assumed irrespective of the angle of arrival; therefore, the angle spread $\sigma_\phi$ in the model is irrelevant. Moreover, block fading with 100 quadrature phase shift keying (QPSK) modulated symbol pairs $(s_1^{(k)}, s_2^{(k)})$ transmitted per each channel realization and perfect CSI are assumed. The symbol duration is 25 ns.

- Fig. 4.4 assumes $N_r = 10$. The dotted curve corresponds to conventional STBC decoding (i.e., decoding without SMR), which ignores multipath interference; detection fails utterly owing to the ISI, with SERs exceeding 60%.
irrespective of the transmit signal to noise ratio (SNR). The dashed line represents conventional STBC reception of the best path disregarding the interfering paths; it provides an unachievable lower bound on the SER for performance comparison. (It fares the best because all receiver antennas contribute to MIMO diversity; moreover, sorting the paths by strength adds selection diversity.)

The solid lines correspond to (partial) SMR schemes attempting to resolve as many best paths as possible (up to a maximum of $N_r/N_t = 5$ paths). The poor error performance and the loss of diversity correspond to spending spatial DoFs to resolve the paths. The choice of combiner weights $C_l$s affects the performance significantly: cascading the resolved paths performs the best; randomly permuted $C_l$s also outperform the use of $C_l = I_{N_r}$. The relative merits of the three combining possibilities can be explained in terms of the different $\hat{N}_r$s they yield. Error-floors are not observed because all paths are resolved $\approx 81\%$ of the time, and the strongest disregarded path is on average about 30 dB weaker than the best path (Fig. 4.3b).

- Fig. 4.5 corresponds to the same simulation set-up as in Fig. 4.4, except that the channel length $L$ is assumed to be at most 4 to guarantee perfect SMR. The SER performances of the three aforementioned combining possibilities are compared here for the cases $N_r = 10$ and $N_r = 12$. For the case $N_r = 10$, the relative merits observed in Fig. 4.4 prevail, with cascaded resolved paths producing the best performance. However, lower SERs are observed because the best path is stronger and the number of interfering paths is lower than before ($\approx 19\%$ of the time). The SERs for the case $N_r = 12$ are lower than those for $N_r = 10$. This result agrees with the intuition that having higher receiver DoFs is better than having lower ones.

- Since each multipath resolved reduces the effective number of receiver antennas by $N_t = 2$, thus limiting the MIMO diversity, it is not always desirable to resolve as many paths as possible. This premise is examined in Fig. 4.6

---

Since the MIMO taps produced by the channel model do not scale linearly with $N_r$, the cases $N_r = 10$ and $N_r = 12$ are not strictly comparable. Nevertheless, qualitative comparison is warranted.
Figure 4.5: The SERs of SMR with STBC for Alamouti code and the cases $N_r = 10$ (solid) and $N_r = 12$ (dashed). The channel length is constrained not to exceed 4. The curves are shown for the cases: (i) SMR with $C_l = I_{N_r}$ (with ♦ markers), (ii) SMR with random permutation matrix $P_l$ as $C_l$ (with ■ markers), and (iii) SMR with cascaded resolved paths (with • markers). QPSK modulation is used.

Figure 4.6: The SERs of partial and adaptive SMR with STBC for $N_r = 10$ and Alamouti code. The curves are shown for the cases (i) best path without SMR (dotted), (ii) partial SMR, considering $\tilde{L} \in \{1, \ldots, 5\}$ paths (solid, with markers), (iii) adaptive SMR (solid, without markers), and (iii) isolated best path (dashed). QPSK modulation is used.
for the same simulation set-up as in Fig. 4.4. The solid curves with markers correspond to partial SMR resolving at most $\tilde{L} \in \{1, \ldots, N_r/N_t\}$ strongest paths. Note that, for a given curve, $\tilde{L}$ is held fixed for all channel realizations. Resolving fewer paths (e.g., $\tilde{L} = 1, 2$) seems prudent at low SNRs, where additive noise dominates the interference, but the performance yields to residual interference as the SNR improves. Moreover, an optimal fixed $\tilde{L}$ seems to exist ($\tilde{L} = 4$, in this case) at high SNRs, highlighting the conflicting effects of multipath and MIMO diversity in SMR.

Adapting $\tilde{L}$ based on the instantaneous CSI, i.e., determining the optimal $\tilde{L}$ every time the channel varies (and $R_l$s are recomputed), results in even better error performance. The corresponding error performance (depicted by the solid curve without markers) is better than that of partial SMR based on any fixed $\tilde{L}$ value. Adaptive SMR can be implemented by using error-detection codes for assessing the SER; however, a practicable algorithm for adapting $\tilde{L}$ is not yet available.

4.5 Eigenmode Transmission with SMR

This section briefly outlines MIMO eigenmode transmission over SMR (see [49] for details). Here, the $R_l$s are computed jointly with a transmit beamforming matrix $W$ such that

$$W = \{V\}_{C(1:n)} \quad \text{and} \quad (4.10)$$

$$R_l = \{\Sigma\}_{D(1:n)}^{-1} \left(\{U\}_{C(1:n)}\right)^H C_l \left(\tilde{U}_l\right)^H \quad \text{for } l \in \{0, \ldots, \tilde{L} - 1\}, \quad (4.11)$$

where $H_{\text{eff}} = U\Sigma V^H$ is the SVD of $H_{\text{eff}}$ in (4.7), and $n \leq \text{rank} \left( H_{\text{eff}} \right)$ is the number of VCs that needs to be realized. $C_l$ and $\tilde{U}$ are the same as in (4.8). Consequently, transmit CSI (or equivalently, feeding back $W$ computed at the receiver) becomes necessary, making adaptive SMR more challenging.

Fig. 4.7 depicts the SER performance of a $10 \times 3$ MIMO configuration supporting three VCs, $VC_k$ for $k \in \{1, 2, 3\}$, through eigenmode transmission. The multipath MIMO model and the assumptions are the same as in Section 4.4. Eigenmode
transmission over the best path (corresponding to the dotted lines) becomes futile; the SER does not improve even at high SNRs. The dashed lines correspond to selecting the best path while assuming no multipath interference exists; they provide a hypothetical unachievable lower bound on the SERs for comparison purposes. The solid SER curves, corresponding to SMR, improve initially with the SNR but level off at high SNR, indicating that perfect multipath interference cancellation is impossible. This observation is as expected, since an average channel length of 4.27 could be observed \cite{49}, with more than the resolvable $\lfloor (N_r - n)/N_t \rfloor + 1 = 3$ channel taps existing 66.21% of the time. This result shows that SMR is not very effective when the receiver does not have enough DoFs to resolve the strongest paths.

Figure 4.7: The SERs of $VC_k, k \in \{1, 2, 3\}$ in SMR with eigenmode transmission for $N_t = 3, N_r = 10$, and $n = 3$. The curves are shown for the cases (i) SMR with $C_I = I_{N_r}$ (solid, without markers), (ii) SMR with random permutation matrix $P_I$ as $C_I$ (solid, with markers), (iii) isolated best path (dashed), and (iv) best path (dotted). QPSK modulation is used.
4.6 Conclusion

Spatial multipath resolution (SMR), a non-conventional use of spatial DoFs for mitigating multipath fading, was proposed. Unlike OFDM, SMR takes a single carrier approach, transforming the multipath MIMO channel into a flattened effective MIMO channel, on top of which any channelization scheme can be implemented. The SERs with MIMO STBC and eigenmode transmission were investigated to gain further insights into SMR. The trade-off between multipath and MIMO diversity was identified; partial and adaptive SMR were demonstrated as solutions.

Future directions:

- Although SMR takes a single carrier approach, it could be used in hybrid SMR–OFDM configurations to reduce the number of subcarriers OFDM requires. This very promising approach should be investigated.

- Since SMR does not require transmit CSI, SMR is best used with channelization techniques not having that requirement, such as the STBCs. Moreover, the receiver can employ adaptive SMR transparent to the transmitter in such cases. Therefore, investigating similar channelization techniques such as spatial multiplexing (e.g., V-BLAST [86]) with SMR is of interest.

- The optimal choice of combiner weights $C_l$s also needs to be investigated.

- Capacity comparison with multi-carrier transmission too should be researched.
Chapter 5

Space Division Duplexing

This chapter investigates the error performance of multiple-input multiple-output (MIMO) eigenmode transmission alongside space division duplexing (SDD), i.e., the joint selection of beamforming matrices, to realize the virtual channels (VCs) while eliminating the self-interference. This chapter also highlights, through simulation, the implications of practical issues, including finite computational precision, finite analog-to-digital converter (ADC) resolution, and channel-estimation errors.

5.1 Introduction

Duplexing techniques exploit the degrees of freedom (DoFs) available in the time, frequency, or other suitable dimensions to facilitate simultaneous transmission and reception of data at a wireless terminal. Frequency division duplexing and time division duplexing techniques have been proven to be effective, and their applications are ubiquitous. Since the radio spectrum usually has a price-tag, and the extent and duration of its use (respectively associated with the frequency and time dimensions) also dictate how many wireless systems may coexist in a neighborhood, the DoFs in the time and frequency dimensions have an operational cost. Therefore, the frequency division duplexing and time division duplexing techniques, which split those DoFs between the transmit and receive directions, have half the spectral efficiency and cost-effectiveness of the alternative techniques using other dimensions (e.g., space and polarization) to achieve duplexing. Quantifying and addressing the practical challenges that presently preclude such alternatives are, therefore, of great
importance. This chapter investigates SDD in this context.

With SDD, the wireless terminals transmit and receive at the same time, using spatial signal processing to suppress the self-interference that the transmission causes on signal reception (and detection). SDD has been attempted with single-antenna systems [87, 88], but only with multiple antennas and MIMO signal processing can the terminals exploit the spatial DoFs to suppress the interference. Duplex MIMO repeaters [89] and relays [90–92] are already receiving attention, evidently because of the relaying’s potential for extending the coverage of existing/emerging MIMO compliant cellular and wireless data networks.

![Diagram of a MIMO terminal using SDD](image)

Figure 5.1: A MIMO terminal using SDD.

Even in a MIMO terminal using SDD (Fig. 5.1), a given antenna may not transmit and receive simultaneously over the same frequency band. Therefore, the antennas are partitioned to form two antenna banks dedicated, respectively, to transmission and reception (e.g., \( N_t \) transmit antennas and \( N_r \) receive antennas); the excess DoFs at either bank [50,90,93] or the orthogonality of the spatial modes [94] can be used to mitigate the self-interference. Thus, SDD resembles near-end crosstalk cancellation in digital subscriber lines [95]. However, unlike the physical wire-pairs in a digital subscriber line, the VCs in a MIMO wireless system arise as a result of beamforming (see Subsection 1.1.4), making SDD more challenging than crosstalk cancellation. Moreover, the high signal attenuation in radio propagation creates significant practical challenges in the form of high amplifier dynamic range and ADC
resolution requirements, among others. Despite these challenges, new experimental evidence \[50\] demonstrating over 45 dB of self-interference suppression indicates the viability of SDD for, at least, short-range wireless systems such as the personal area networks.

The chapter is organized as follows: Section \[5.2\] outlines the signal processing involved, firstly for SDD, then for eigenmode transmission alongside it. The numerical results on the symbol error rate (SER) performance of selected MIMO SDD configurations are provided in Section \[5.3\], the detrimental effects of finite computational precision and finite ADC resolution on the SER are demonstrated. The conclusion follows in Section \[5.4\].

5.2 Signal Processing

5.2.1 Transmit vs. Receive SDD

Consider the singular value decomposition (SVD) $G = UV^H \Sigma$ of a matrix $G \in \mathbb{C}^{m \times n}$, where $\Sigma \in \mathbb{C}^{m \times n}$ is rectangular diagonal, and $U \in \mathbb{C}^{m \times m}$ and $V \in \mathbb{C}^{n \times n}$ are unitary. Let $r = \text{rank}(G)$. Whenever $G$ does not have full column-rank (i.e., $r < n$), the columns of $V^{(0)} = \{V\}_{(r+1:n)}$ span the nullspace $\text{Null}(G)$ such that $GV^{(0)} = 0 \in \mathbb{C}^{m \times (n-r)}$. Similarly, the left nullspace $\text{Null}(G^T)$ is spanned by the columns of $U^{(0)} = \{U\}_{(r+1:m)}$ such that $(U^{(0)})^H G = 0 \in \mathbb{C}^{(m-r) \times n}$, if $G$ does not have full row-rank (i.e., $r < m$). The nullspace and the left nullspace exist simultaneously if $G$ is rank deficient — i.e., $r < \min(m, n)$.

Suppose $G$ corresponds to the self-interference channel of a MIMO terminal using SDD (Fig. \[5.1\]). Given a symbol vector $x \in \mathbb{C}^{n \times 1}$ to be transmitted, the self-interference component at the detector input is given by $RGWx$, where $W \in \mathbb{C}^{N_T \times n}$ and $R \in \mathbb{C}^{n \times N_R}$, respectively, denote the transmit and receive signal processing (at the corresponding antenna banks). The self-interference can be nullified irrespective of $x$, if either of the constraints

$$G \cdot W = 0, \quad \text{or} \quad (5.1a)$$
$$R \cdot G = 0 \quad (5.1b)$$
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can be enforced. The constraints (5.1a) and (5.1b) indicate three possibilities for implementing SDD at a terminal.

- **Transmit SDD:** Forming (the leftmost factor of) $W$ with columns of $V^{(0)}$ enforces (5.1a), and forces the transmitted signal $Wx$ to be orthogonal to $G$. Since this approach requires $G$ to not have full-column rank, assigning more antennas for transmission than for reception is a sufficient condition to achieve Transmit SDD.

- **Receive SDD:** Likewise, forming (the rightmost factor of) $R$ by using rows of $(U^{(0)})^H$ enforces (5.1b), causing only the desired signal orthogonal to the row space of $G$ to be extracted. This approach requires $G$ to not have full-row rank. This condition is guaranteed if the majority of antennas are set aside for reception.

- **Joint Transmit and Receive SDD:** Simultaneously enforcing both (5.1a) and (5.1b), as in reference [90], requires $G$ to be rank-deficient. This result may be achieved only through proper antenna design and placement (e.g., by arranging the antenna banks such that a key-hole channel exists between them).

Since $G$ is not bidirectional, ‘Joint Transmit and Receive SDD’ appears redundant. Moreover, that approach complicates the computation of beamforming matrices for implementing VCs between two nodes employing SDD. Hence, only Transmit SDD and Receive SDD are hereafter considered; either scheme can be employed provided the appropriate antenna bank is assigned the greater number of antennas.

### 5.2.2 Eigenmode Transmission with SDD

Consider two MIMO terminals $U_i$ for $i \in \{1, 2\}$ employing SDD (Fig. 5.2). Each $U_i$ has $M_i$ antennas assigned to its transmit antenna bank, and $N_i$, to its receive antenna bank. (Note that the antennas in a given bank need not be physically adjacent.) Let the MIMO channel $U_i \rightarrow U_{(3-i)}$, existing between the transmit antenna bank of $U_i$ and the receive antenna bank of $U_{(3-i)}$, be $H_i \in \mathbb{C}^{N_{(3-i)} \times M_i}$ for $i \in \{1, 2\}$ and
the self-interference MIMO channel between the transmit–receive antenna banks of each $\mathcal{U}_i$ be $G_i \in \mathbb{C}^{N_i \times M_i}$. The $G_i$s may or may not be rank-deficient. (Any rank deficiency would lower the spatial DoFs SDD costs.)

Suppose $s_i$ VCs, $VC_k$ for $k \in \{1, \ldots, s_i\}$, need to be realized through eigenmode transmission from each $\mathcal{U}_i$ to $\mathcal{U}_{(3-i)}$. Thus, the corresponding transmit and receiver beamforming matrices at each $\mathcal{U}_i$ are $W_i \in \mathbb{C}^{M_i \times s_i}$ and $R_i \in \mathbb{C}^{s_{(3-i)} \times N_i}$ for $i \in \{1, 2\}$. Given a symbol vector $x_i \in \mathbb{C}^{s_i \times 1}$ precoded and transmitted from each $\mathcal{U}_i$, the signal $y_i \in \mathbb{C}^{s_{(3-i)} \times 1}$ fed to the signal detector of $\mathcal{U}_i$ is given by

$$y_i = R_i (H_j W_j x_j + G_i W_i x_i + n_i),$$

(5.2)

for $i \in \{1, 2\}$ and $j = (3 - i)$. $n_i \in \mathbb{C}^{N_i \times 1}$ is the additive noise component of the received signal at $\mathcal{U}_i$. The term $R_i G_i W_i x_i$ of (5.2) represents the self-interference after receiver processing.

Since the rank of a MIMO channel dictates the number of VCs it may support, the requirement

$$\text{rank}(H_i) \geq s_i,$$

(5.3)

and either of the conditions

$$\text{nullity}(G_i) \geq s_i \text{ or }$$

(5.4a)

$$\text{nullity}(G_i^T) \geq s_{(3-i)}$$

(5.4b)
need to be satisfied for $i \in \{1, 2\}$.

Each terminal may exploit Transmit SDD or Receive SDD, thereby providing three possibilities:

1.) Transmit SDD implemented at both terminals,

2.) Receive SDD implemented at both terminals,

3.) Transmit SDD implemented at one terminal, and Receive SDD at the other.

**Case 1: Transmit SDD implemented at both terminals**

**Design requirements:** A necessary, but not sufficient\(^1\) condition for (5.3) is having $N(3-i) \geq s_i$. The requirement (5.4a) can be met irrespective of rank ($G_i$) by ensuring that $(M_i - N_i) \geq s_i$. Where $H_i$s are not rank-deficient, the requirements are satisfied for $(M_i - s_i) \geq N_i \geq s(3-i)$.

**Example 5.1** Having $M_i = 4$ and $N_i = 2$, for instance, guarantees two spatial modes in each direction, provided that $H_i, i \in \{1, 2\}$ are not keyhole channels. If communications were only from $U_1$ to $U_2$, each terminal could have six VCs; but SDD yields only four VCs, two in each direction. Thus, SDD costs each terminal two spatial DoFs in terms of multiplexing gain.

**Remarks:**
- The effective MIMO channel $\hat{H}_i$ is $N_{(3-i)} \times \text{nullity}(G_i)$, and no longer $N_{(3-i)} \times M_i$, implying reduced diversity orders. The multiplexing gain is also reduced, since $\text{rank}(\hat{H}_i) \leq \text{min} (\text{rank}(H_i), \text{nullity}(G_i))$.

\(^1\)Sufficient if $H_1$ and $H_2$ are not rank-deficient.

\(^2\)Defining $\hat{H}_i = H_i \left\{ V_i^{(0)} \right\}_{C(s_i)}$ by using $s_i$ columns from $V_i^{(0)}$ is also possible here; doing so would, however, yield lower diversity orders.
- Under Rayleigh fading, each $H_i$ is a complex Gaussian random matrix. Since $V_i$ is unitary, $\hat{H}_i$ will also be complex Gaussian irrespective of the distribution of $G_i$s. Thus, the exact performance analysis of MIMO SDD under Rayleigh fading is straightforward.

- Channel estimation may be easily performed by, for example, time division duplexing the pilot signals, and estimating each $G_i$, $H_i$ pair while $U_i$ transmits the pilots for $i \in \{1, 2\}$. Each $U_i$ should receive channel-state information (CSI) for $H_i$ from $U_{(3-i)}$, compute $W_i$ and $R_{(3-i)}$ as outlined above, and convey $R_{(3-i)}$ and the gains $\text{diag}(\Lambda_i)$ back to $U_{(3-i)}$.

**Case 2: Receive SDD implemented at both terminals**

**Design requirements:** Where $H_i$s are not rank-deficient, the requirements (5.3) and (5.4b) are satisfied for $(N_i - s_{(3-i)}) \geq M_i \geq s_i$.

**Beamforming matrices:** Suppose the SVDs $G_i = U_i \Sigma_i V_i^H$ hold for $i \in \{1, 2\}$. Each $U_i = \{U_i\}_{C(\text{rank}(G_i)+1:N_i)}$ would span $\text{Null}(G_i^T)$. Define $\hat{H}_i = \left(U_i^{(0)}\right)^H H_i$ for $i \in \{1, 2\}$; let their SVDs be $\hat{H}_i = Q_i \Lambda_i X_i^H$. The beamforming matrices $W_i = \{X_i\}_{C(s_i)}$ and $R_{(3-i)} = \left\{\left(U_{(3-i)}^H Q_i\right)^H\right\}_{\mathcal{R}(s_i)}$ will yield the desired VCs.

**Remarks:**

- A loss of diversity and multiplexing gains occurs since the effective channel $\hat{H}_i$ is $\text{nullity}(G_{(3-i)}^T) \times M_i$ and $\text{rank}(\hat{H}_i) \leq \min(\text{rank}(H_i), \text{nullity}(G_{(3-i)}^T))$.

- Interchanging the transmit–receive roles of each antenna transforms a Receive SDD configuration into a Transmit SDD configuration exhibiting equivalent SER performance, and vice versa. However, the implementation of Receive SDD appears simpler, because only the computed $W_i$s need to be exchanged over the channel incurring an overhead.

**Case 3: Transmit SDD implemented at one terminal, Receive SDD at the other**

Without a loss of generality, suppose that $U_1$ implements Transmit SDD while $U_2$ implements Receive SDD. The requirements (5.3), (5.4a), and (5.4b) are met if $(M_1 - s_1) \geq N_1 \geq s_2$ and $(N_2 - s_1) \geq M_2 \geq s_2$. The effective channel for
Figure 5.3: The SERs for VC1 in either direction of \( \{M_1, N_1\}_1 \leftrightarrow \{M_2, N_2\}_1 \) MIMO SDD configurations. The ‘direction \( i^* \)’ is from \( U_i \) to \( U_{(3-i)} \) for \( i \in \{1, 2\} \). QPSK modulation is used.

eigenmode transmission from \( U_1 \) to \( U_2 \) will be \( \hat{\mathbf{H}}_1 = \left( \mathbf{U}_2^{(0)} \right)^H \mathbf{H}_1 \mathbf{V}_1^{(0)} \); the channel \( \mathbf{H}_2 \) can be used as it is in the other direction.

Remark:

- \( \hat{\mathbf{H}}_1 \) becomes \( \text{nullity} \left( \mathbf{G}_2^T \right) \times \text{nullity} \left( \mathbf{G}_1 \right) \), but \( \hat{\mathbf{H}}_2 = \mathbf{H}_2 \) remains unchanged as \( N_1 \times M_2 \) for the opposite direction.

5.3 Numerical Results

Denote by \( \{M_1, N_1\}_{s_1} \leftrightarrow \{M_2, N_2\}_{s_2} \) a MIMO configuration of terminals \( U_1 \) and \( U_2 \) (Fig. 5.2) supporting eigenmode transmission alongside SDD, such that \( M_i \) and \( N_i \) antennas are assigned, respectively, to the transmit and receive antenna banks of each \( U_i \) for \( i \in \{1, 2\} \), and \( s_i \) VCs are realized from \( U_i \) to \( U_{(3-i)} \).

Fig. 5.3 depicts the SER of VC1 in either direction, for the MIMO SDD configurations \( \{4, 2\}_1 \leftrightarrow \{4, 2\}_1, \{4, 2\}_1 \leftrightarrow \{2, 4\}_1, \) and \( \{2, 4\}_1 \leftrightarrow \{2, 4\}_1 \). 10\textsuperscript{6}-point Monte Carlo simulation is used.
Assumptions: Block fading with 10 quadrature phase shift keying (QPSK) modulated symbols per VC per channel realization. Independent and identically distributed (i.i.d.) Rayleigh faded $H_i$s; the $G_i$s are also i.i.d. Rayleigh faded but 100 dB stronger than the $H_i$s.

All three configurations show an identical SER performance. This result is expected since the effective MIMO channel $\hat{H}_i$ in either direction is $2 \times 2$ complex Gaussian for all three cases. This observation implies that the choice between Transmit SDD and Receive SDD does not affect the SER performance.

For the $\{7, 4\}_{3} \leftrightarrow \{5, 3\}_{2}$ MIMO SDD configuration, Fig. 5.4 illustrates more clearly the diversity and multiplexing gain reduction caused by SDD. (The assumptions are the same as for Fig. 5.3.) The VCs from $U_1$ to $U_2$ exhibit SERs identical to that of a $3 \times 3$ MIMO channel; the opposite direction resembles a $4 \times 2$ MIMO channel. This observation confirms the premise that each $\hat{H}_i$, although of reduced dimensionality $N_{(3-i)} \times \text{nullity}(G_i)$, represents i.i.d. Rayleigh fading (just as the
Figure 5.5: The effect of finite computational precision on the SERs for MIMO SDD eigenmode transmission. Considers each $VC_k$ from $U_1$ to $U_2$ in the $\{4, 2\}_2 \leftrightarrow \{4, 2\}_2$ configuration, for precisions of 3, 5, 6, 7, and 9 digits. QPSK modulation is used.

corresponding $H_i$ does). The loss of diversity gains is implicit. Since only 5 VCs are facilitated with 11 antennas at $U_1$ and 8 antennas at $U_2$, a loss of three spatial DoFs for multiplexing can be concluded. These losses represent the cost of SDD.

From a mathematical point of view, the SDD techniques examined thus far perfectly suppress the self-interference. However, perfect self-interference suppression is infeasible because finite computational precision (in the transmitter and receiver signal processing) and quantization errors (at the ADCs) are in effect. They not only affect the signal processing directly, but also make the CSI used in the computations more imperfect.

Fig. 5.5 depicts how the number of significant digits of computation affects the SER, by using a $\{4, 2\}_2 \leftrightarrow \{4, 2\}_2$ MIMO SDD configuration. $10^5$-point Monte Carlo simulation is used; the assumptions are the same as in Fig. 5.3. The error-floors indicate the presence of unmitigated interference. Apparently,

$^3$ Approximate, because the internal precision of the MATLAB $\text{svd}$ routine was not restricted; its inputs and outputs were nevertheless truncated appropriately to control the precision.
self-interference does not get suppressed sufficiently for precisions of less than 6 digits; the effect of truncation errors (resulting from finite precision) is evident even at 6-digit precision. Nevertheless, the SERs improve rapidly as the number of significant digits of computation increases beyond that precision threshold. Presumably, this threshold is dictated by the ratio of transmit and receive signal strengths; e.g., \( \log_{10} \left( \sqrt{100 \text{dB}} \right) = \frac{1}{2} \log_{10} (10^{10}) = 5. \)

Low ADC resolution is also a significant concern because SDD requires that the receiver accurately resolve both the desired signal and the self-interference. The resolution governs the quantization errors thus affecting the SERs.

**Example 5.2** Suppose a complex Gaussian random variable \( X \) with a zero mean and \( 2\sigma^2 \) variance is digitized by using an \( n \)-bit uniform quantizer. The real and imaginary components of \( X \) lie in the \((-8\sigma, 8\sigma)\) range, at \( \text{erf}(8/\sqrt{2}) = 1 - 1.2 \times 10^{-15} \) probability (i.e., practically 1). The quantizer will have a precision of \( \Delta = \frac{16\sigma}{2^n} = \frac{\sigma}{2^{n-4}} \); the corresponding maximum quantization error is \( \epsilon = \frac{\Delta}{2} = \frac{\sigma}{2^{n-3}} \).

Uniform quantization is unavoidable since the self-interference is additive; therefore, the maximum quantization error \( \epsilon \propto \frac{1}{2^n} \) should be insignificant with respect to both the desired and self-interference signal components. In other words, the ADC needs a wide dynamic range in the order of, for instance, \( \mathcal{E}\{||\mathbf{G}_i||_p\} / \mathcal{E}\{||\mathbf{H}_i||_p\} \).

Fig. 5.6 illustrates the effect of quantization errors on the SER for ADC resolutions 10, 12, 14, and 16 bits, and also considers their indirect effect on channels.

Assumptions: The elements of \( \mathbf{H}_i \)'s have unit variance, while those of \( \mathbf{G}_i \)'s have 40 dB variance. Midtread quantization at a dynamic range of 16\( \sigma \) is considered, where \( \sigma = \sqrt{10^4/2} \). 10\(^6\)-point Monte Carlo simulation with 10 data symbols per VC per channel realization and 10 pilot symbols per transmit antenna per channel realization is assumed. The least square method is used for channel estimation. The other assumptions are the same as in Fig. 5.3.

\(^4\) A duplex separation above 40 dB is not achievable with the ADC resolutions considered. Additional \( K \) dB separation requires approximately an extra \( \frac{1}{2} \log_2 (10^{0.1K}) \) bit precision at the ADC.
Figure 5.6: The effect of finite ADC resolution on the SERs for MIMO SDD eigen-mode transmission. Considers each $\mathcal{V}C_k$ from $\mathcal{U}_1$ to $\mathcal{U}_2$ in the $\{4, 2\}_2 \leftrightarrow \{4, 2\}_2$ configuration, for ADC resolutions of 10, 12, 14, and 16 bits. QPSK modulation is used.

The SER improves with finer ADC resolution (i.e., when more bits are output per sample). An abrupt degradation of error performance can be seen in the first VC ($k = 1$) as the precision reduces from 12-bits to 10-bits. A possible reason for this result is that $\log_2(16\sigma) = 10.14$. The error-floors indicate the imperfections in the self-interference cancellation and channelization.

Quantization of the pilot symbols gives rise to channel-estimation errors, which indirectly but significantly contribute towards increasing the SERs. Fig. 5.7 confirms this fact by isolating the direct and indirect effects of quantization through SER comparison for the following cases. (The same MIMO SDD configuration and the assumptions as those in Fig. 5.6 and a 14-bit ADC are assumed.)

- **Case 1**: ‘Ch Est + Qnt D&P’: both the data and pilots are quantized.
- **Case 2**: ‘Ch Est + Qnt D’: data are quantized, but not the pilots.
- **Case 3**: ‘Perf CSI + Qnt D’: data are quantized, perfect CSI assumed.
Figure 5.7: The interplay of channel-estimation errors and finite ADC resolution in MIMO SDD eigenmode transmission. Considers the SER of each $VC_k$ from $U_1$ to $U_2$ in the $\{4, 2\}_2 \leftrightarrow \{4, 2\}_2$ configuration, assuming a 14-bit ADC. Five cases reflecting realistic to idealistic assumptions on quantization and channel-estimation errors are compared. QPSK modulation is used.

- **Case 4**: ‘Ch Est + No Qnt’: neither data nor the pilots quantized.
- **Case 5**: ‘Perf CSI + No Qnt’: perfect CSI and no quantization.

Case 1 is realistic; Cases 2–5 depict more ideal scenarios. The SERs for Case 1 vs. Case 2 highlight the performance degradation due to quantization of the pilots. The quantization-induced channel-estimation errors are significant: an error-floor is observed with both the VCs for Case 1. The quantization of data appears to have a milder effect, since an error-floor is apparent for only $k = 2$. (Case 3 reinforces this conclusion.) Cases 4 and 5 disregard the quantization errors in order to isolate the effect of channel-estimation errors. An error-floor does not appear, evidently because the least square method of estimation improves with the signal to noise ratio (SNR). Thus, the effect of coarse ADC resolution is worsened by the increase in channel-estimation errors it causes.
5.4 Conclusion

Eigenmode transmission alongside MIMO space division duplexing (SDD) was investigated, and the possibilities of using Transmit SDD and Receive SDD were discussed. The loss of diversity and multiplexing benefits associated with SDD was demonstrated by using numerical results. Moreover, further insights were gained into the adverse effects of finite computational precision and finite ADC resolution, which are also manifested indirectly through increased channel-estimation errors.

The state-of-the-art general purpose ADCs operating above $10^7$ samples per second have resolutions below 16-bits \[96, 97\]; as highlighted with numerical results, a 16-bit ADC restricts self-interference suppression capability to $2^{16} \approx 50$ dB. Improving both the sampling rate and the resolution appears to be challenging presently, owing to high data rates and other factors including synchronization and jitter. The limited dynamic range of radio frequency amplifiers and the consequent non-linearities are also concerns. Therefore, SDD, as discussed here, will be feasible only when the hardware limitations are overcome.

Cellular systems typically involve long-range transmission; they could require duplex separations in excess of $100$ dB. With lower duplex separations, SDD would likely be limited to short-range applications including personal/local area networks and femtocells in cellular systems.

Future directions:

- Since SDD reduces the bidirectional wireless systems into two unidirectional, non-interfering MIMO systems of reduced dimensions, the exact performance analysis is mathematically tractable and could be attempted.

- Amplifier characteristics could be included in the simulations to assess the effect of amplifier non-linearities on the SER.
Chapter 6

Performance Analysis of MIMO Channel Inversion

In this chapter, a mathematical framework is developed to accurately characterize the per virtual channel (VC) received signal to noise ratio (SNR) $\Lambda$ under channel inversion (CI) for an $N_r \times N_t$ multiple-input multiple-output (MIMO) system. More specifically, the exact moment generating function (MGF) of $\Lambda^{-1}$ is given for arbitrary $N_t$ and $N_r$; the exact probability density function (PDF) and cumulative distribution function (CDF) of $\Lambda$, as well as the symbol error rate (SER) for a class of modulation schemes, are characterized for the case $\min (N_t, N_r) = 2$. Although independent and identically distributed (i.i.d.) Rayleigh fading is assumed for the main results, the extension of some of the results for Rician fading and semi-correlated Rayleigh fading is briefly developed.

6.1 Introduction

Because the energy consumption is a major concern with wireless systems, power allocation schemes [12, Ch. 5] are used to appropriately allocate the transmit power among the individual channels in a multi-channel communication system. For instance, where the transmitter has channel-state information (CSI), the CI power allocation scheme ensures fairness, while maintaining the total instantaneous transmit power constant. More specifically, CI allocates power such that the instantaneous received SNR is identical for all channels. Although CI yields less capacity than the optimal water-filling power allocation, CI may be more suitable for ap-
Figure 6.1: The SERs of $N_r \times N_t$ MIMO systems — ZF vs. CI. Transmit ZF is used for the $2 \times 4$ configuration, while ZF reception is used with the others. QPSK modulation is used.

Applications with tight delay constraints. The temporal variants of CI can be used in single-carrier single-antenna systems [98]. The spatial variant [99] is applied across spatially multiplexed VCs in MIMO systems.

Hereafter, ‘CI’ refers to CI power allocation across the VCs produced by MIMO eigenmode transmission [8]. References [99–101] examine the basics of CI, while references [102, 103] investigate certain variants exhibiting improved capacity.

The similarities of CI and zero forcing (ZF) beamforming [19] are noteworthy. ZF simply inverts the channel at the transmitter or at the receiver. Transmit ZF causes the instantaneous transmit power to fluctuate unbounded, making its practical realization challenging; CI is immune to this issue. ZF reception employs non-unitary signal processing, which is susceptible to noise enhancement and correlated noise. CI, with only unitary receiver processing [99, 101], is free from these disadvantages. However, CI requires non-unitary transmit processing, and the average SER is the same as that of ZF reception, but is worse than that of transmit ZF. (Fig.
6.1 highlights these distinctions in terms of the SER performance. Moreover, signal processing for CI when the transmitter has more antennas than the receiver does not even require the singular value decomposition (SVD) of the channel matrix. Therefore, CI can be used as an easier-to-implement alternative to transmit ZF in MIMO and multi-user MIMO scenarios \[104\]. This work was motivated by the lack of exact performance results for MIMO CI in the literature.

**The chapter is organized as follows:** A mathematical framework for performance analysis of MIMO CI is presented in Section 6.2; the numerical results for i.i.d. Rayleigh fading follow in Section 6.3. Section 6.4 extends the analysis for Rician fading and semi-correlated Rayleigh fading. Section 6.5 concludes the chapter. Proof of the results is presented in Appendix B.

### 6.2 Mathematical Framework

Consider a MIMO system with \(N_t\) and \(N_r\) transmit and receive antennas; the channel matrix is \(H \in \mathbb{C}^{N_r \times N_t}\). Let \(m = \min(N_t, N_r)\), and \(n = \max(N_t, N_r)\). Define

\[
W = \begin{cases} 
HH^H, & N_t > N_r \\
H^H H, & N_t \leq N_r 
\end{cases}.
\]

The eigenvalues \(\{\lambda_1, \ldots, \lambda_m\} = \text{eig}(W)\) characterize the MIMO channel sufficiently. For instance, they relate to the received SNR along the \(m\) VCs under eigenmode transmission. By using CI, the total transmit power \(P\) is allocated as \(p_i\) to each \(i^{th}\) VC: \(VC_i\) for \(i \in \{1, \ldots, m\}\); \(\lambda_ip_i = K\) is therefore identical for all VCs at a given time. Thus, we get

\[
P = \sum_{i=1}^{m} p_i = K \sum_{i=1}^{m} \lambda_i^{-1}.
\]

Let \(\Lambda = K/P\). Then we get

\[
\Lambda^{-1} = \sum_{i=1}^{m} \lambda_i^{-1} = \text{trace}(W^{-1}).
\]

\(^1\) 10\(^6\)-point Monte Carlo simulation with 100 quadrature phase shift keying (QPSK) symbols per VC per channel realization is used.
Assumptions: Eqn. (6.3) and the analysis based on it hold only under block fading assumptions, which permit averaging out the additive noise and transmitted data for each channel realization. Perfect transmit CSI and additive white Gaussian noise are also assumed.

The links between the transmit–receive antenna pairs are assumed to undergo i.i.d. Rayleigh fading. Thus, \( H \in \mathbb{C}^{N_r \times N_t} \) becomes a complex Gaussian matrix; \( W \) a rank \( m \) complex central Wishart matrix \([8, 105]\) having \( n \) degrees of freedom; and \( \Lambda^{-1} \) the trace of an inverse-Wishart matrix.

### 6.2.1 Arbitrary \( m \leq n \)

The joint PDF of \( \lambda_i \) for \( i \in \{1, \ldots, m\} \), the unordered eigenvalues of \( W \), is given \([105]\) by

\[
f_{\lambda_1, \ldots, \lambda_m}(\lambda_1, \ldots, \lambda_m) = \frac{e^{-\sum_{i=1}^{m} \lambda_i}}{m! K_{m,n}} \prod_{i=1}^{m} \lambda_i^{n-m} \prod_{1 \leq i < j \leq m} (\lambda_i - \lambda_j)^2, \tag{6.4}
\]

where

\[
K_{m,n} = \prod_{k=1}^{m} (m-k)! (n-k)!.
\tag{6.5}
\]

The joint PDF of ordered eigenvalues differs only by not having a factor \( \frac{1}{m!} \) in (6.4). All the unordered eigenvalues have the range \([0, \infty)\); therefore, using their joint PDF simplifies further derivations.

The factor \( \prod_{1 \leq i < j \leq m}(\lambda_i - \lambda_j)^2 \) in (6.4) may be expanded to obtain the more manipulable form

\[
f_{\lambda_1, \ldots, \lambda_m}(\lambda_1, \ldots, \lambda_m) = \frac{e^{-\sum_{i=1}^{m} \lambda_i}}{m! K_{m,n}} \left( \prod_{i=1}^{m} \lambda_i^{n-m} \right) \sum_{k_1, \ldots, k_m \in \{0, \ldots, 2(m-1)\} \atop \sum k_i = m(m-1)} b(k_1, \ldots, k_m) \lambda_1^{k_1} \cdots \lambda_m^{k_m}. \tag{6.6}
\]

The coefficients \( b(k_1, \ldots, k_m) \), corresponding to raising each \( \lambda_i \) to power \( k_i \) for \( i \in \{1, \ldots, m\} \), can be obtained by expanding the factor as a multivariate polynomial. The equality \( \sum_{i=1}^{m} k_i = m(m-1) \) is seen to hold for each term of this expansion.
**Theorem 6.1** The MGF of $\Lambda^{-1}$ (for arbitrary $m \leq n$).

Let $\lambda_1, \ldots, \lambda_m$ be the unordered eigenvalues of an $m \times m$ complex central Wishart matrix having $n$ degrees of freedom. The MGF of $\Lambda^{-1}$ in (6.3) is given by

\[
M_{1/\Lambda}(s) = \frac{2^m s^{-m/2}}{m! \mathcal{K}_{m,n}} \sum_{k_i \in \{0, \ldots, 2(m-1)\}} b(k_1, \ldots, k_m) \prod_{i=1}^{m} \mathcal{K}_{k_i+n-m+1} \left(2 \sqrt{s}\right). \quad (6.7)
\]

**Proof:** See Appendix B. ■

### 6.2.2 Special Case: $m = 2$

This scenario occurs in any MIMO channel having two antennas at one end, and at least two antennas at the other. The MIMO downlink from a multi-antenna base station to two-antenna mobile station (as in the $4 \times 2$ LTE downlink configuration [38]) is an example. Another is the multi-user MIMO downlink [104] from a multi-antenna base station to two single-antenna mobile stations. Because of antenna-spacing constraints, equipping a mobile terminal operating in cellular frequency bands (presently below 4 GHz) with more antennas is technically challenging at present; therefore, the case $m = 2$ is realistic.

For the case $m = 2$, (6.4) reduces to

\[
f_{\lambda_1,\lambda_2}(\lambda_1, \lambda_2) = \frac{1}{2^n \mathcal{K}_{2,n}} e^{-(\lambda_1+\lambda_2)} (\lambda_1 - \lambda_2)^2 \lambda_1^{n-2} \lambda_2^{n-2}, \quad (6.8)
\]

where $\mathcal{K}_{2,n}$ simplifies to $(n-1)! (n-2)!$. The distribution of $\Lambda$ in (6.3) can then be derived by using (6.8).

**Theorem 6.2** The PDF of $\Lambda$ (for $m = 2$).

Let $\lambda_1, \lambda_2$ be the unordered eigenvalues of a $2 \times 2$ complex central Wishart matrix having $n$ degrees of freedom. The PDF of $\Lambda$ in (6.3) is given by

\[
f_{\Lambda}(x) = \frac{x^{2(n-1)} e^{-2x}}{\mathcal{K}_{2,n}} \sum_{k=0}^{2n} \binom{2n}{k} \left((n-k-2x)\mathcal{K}_{k-n}(2x) + 2x\mathcal{K}_{k+1-n}(2x)\right). \quad (6.9)
\]

**Proof:** See Appendix B. ■
**Corollary 6.1** The CDF of $\Lambda$ (for $m = 2$).

Let $\lambda_1, \lambda_2$ be the unordered eigenvalues of a $2 \times 2$ complex central Wishart matrix having $n$ degrees of freedom. The CDF of $\Lambda$ in (6.3) is given by

$$F_\Lambda(x) = \frac{2\sqrt{n}}{4^n K_{2,n}} \sum_{k=0}^{2n} \binom{2n}{k} [2(n-k)G_{2,1,3} \left(4x \mid 1,2n-0.5, \frac{1,2n+0.5}{3n-k-1,n+k+1,0}\right) - G_{2,1,3} \left(4x \mid 1,2n+0.5, \frac{1,2n+0.5}{3n-k-1,n+k+1,0}\right)] \cdot (6.10)$$

**Proof:** See Appendix B. ■

Although used relatively infrequently in the wireless literature, Meijer $G$ function is well characterized [2, Sec. 9.3]. Moreover, it is directly available in the common computational environments including Mathematica, Maple, and MATLAB. Hence, the results can be easily evaluated at high precision.

### 6.3 Numerical Results

This section highlights a few applications of the characterization of $\Lambda$ made in Section 6.2. Numerical results for different performance metrics are presented, establishing the validity of this characterization.

#### 6.3.1 Arbitrary $m \leq n$

Further derivations based on the result (6.7) likely require the use of hypergeometric functions of multiple variables, and are not attempted here. Having an exact expression for $M_{\Lambda^{-1}}(s)$ is more appealing for numerical evaluation of the performance metrics, for such an expression reduces the number of folded-integrals one may have to evaluate. The complimentary CDF of $\Lambda$ that relates to the probability of outage, for instance, is given by [106]:

$$\bar{F}_\Lambda(x) = F_{\Lambda^{-1}}\left(\frac{1}{x}\right) = \frac{2}{\pi} \int_0^\infty \frac{\Re (M_{\Lambda^{-1}}(j\omega))}{\omega} \sin\left(\frac{\omega}{x}\right) d\omega, \quad (6.11)$$

whose single integral can be evaluated by using a simple quadrature technique. Likewise, evaluating a single integral suffices to obtain the SER [107].

---

2 Native support for special functions of an arbitrary number of variables is not currently available in standard computational environments such as MATLAB and Mathematica. Those functions are nevertheless implementable as cascaded infinite series.
Fig. 6.2 compares the CDF curves computed by using (6.11) against the $10^6$-point semi-analytic Monte Carlo simulation results for three MIMO configurations. The numerical values were computed by using the adaptive quadrature routine \texttt{quadl} in MATLAB after applying the variable transformation $\omega = (1+t)^2/(1-t)^2$ to adjust the range of integration. Since CI holds reciprocity and performs similarly to a ZF receiver, the diversity order of CI can be deduced (from [108]) to be $|N_t - N_r| + 1$. The slope of CDF curves as $\lambda \to 0$ agrees with this deduction.

### 6.3.2 Special Case: $m = 2$

This scenario is more tractable. Three applications of the mathematical framework are examined next, to indirectly verify Theorem 6.2 and Corollary 6.1.

**Application 1: Ergodic Capacity**

The capacity [12, Ch. 5] of the MIMO system being considered is given by a random variable $C = \sum_{k=1}^{2} \log_2 (1 + p_i \lambda_i / N_0) = 2 \log_2 (1 + P \Lambda)$, where $P$ denotes
the transmit SNR (transmit power normalized by noise variance). Its average, the ergodic capacity $\mathcal{E}_C\{C\}$ can be numerically computed as

$$\mathcal{E}_C\{C\} = \int_0^\infty cf_C(c) \, dc = 2 \int_0^\infty \log_2 (1 + Px) f_\Lambda(x) \, dx$$

(6.12)

for any given $P$. Fig. 6.3 verifies the numerical values thus obtained for $\mathcal{E}_C\{C\}$ for the cases $n \in \{2, 3, 5\}$ against the $10^5$-point semi-analytic Monte Carlo simulation results. As expected, the ergodic capacity increases logarithmically with the transmit SNR (i.e., the capacity curves appear as straight lines at high transmit SNR, when the SNR is given in dB), and increases (non-linearly) with $n$.

**Application 2: Average SER**

Since the receiver processing for CI leaves the distribution of additive Gaussian noise unaltered, the average SER $P_e$ under many modulation schemes [14 Ch. 5] can be given by

$$P_e = \mu \mathcal{E}_\Lambda \left\{ \mathcal{Q} \left( \sqrt{2\nu \Lambda P} \right) \right\},$$

(6.13)
where $P$ is the transmit SNR, and $\mu, \nu$ are constants dependent on the modulation scheme. For example, $\mu = 1$ and $\nu = 1$ give exactly the SER for binary phase shift keying modulation, while $\mu = 2(M-1)/M$ and $\nu = 3/(M^2-1)$ approximate those for other $M$-ary pulse amplitude modulation schemes. The SER for such systems can be analytically derived by using (6.13) and the distribution of $\Lambda$.

**Corollary 6.2** Average SER (for $m = 2$).

Let $\lambda_1, \lambda_2$ be the unordered eigenvalues of a $2 \times 2$ complex central Wishart matrix having $n$ degrees of freedom. The SER (6.13) is given by

$$P_e = \frac{\mu}{(4^{2n})K_{2,n}} \sum_{k=0}^{2n} \binom{2n}{k} \left[ 2(n - k)G_{3,2}^2 3 \left(\frac{0.5,1.2n+0.5}{3n-k-1,n+k+1,0} \right) \right. \right.$$

$$\left. - G_{3,2}^2 3 \left(\frac{4}{\nu P} \frac{0.5,1.2n+0.5}{3n-k,n+k,0} \right) + G_{3,2}^2 3 \left(\frac{4}{\nu P} \frac{0.5,1.2n+0.5}{3n-k-1,n+k+1,0} \right) \right]. \quad (6.14)$$

**Proof:** See Appendix [B].

**Application 3: High SNR analysis**

The diversity and coding gains of the system can be easily deduced [109, Prop. I] from the least order approximation of $x$ on the PDF of $\Lambda$. For the MIMO system of concern, this approximation may be obtained, after some manipulations, by using [1, Eqn. (9.6.9)] on (6.9).

**Corollary 6.3** Let $\lambda_1, \lambda_2$ be the unordered eigenvalues of a $2 \times 2$ complex central Wishart matrix having $n$ degrees of freedom. The least order approximation of the PDF of $\Lambda$ in (6.3) is given by

$$f_\Lambda(x) = \frac{n}{2(n-2)!} x^{n-2} + o(x^{n-2}). \quad (6.15)$$

**Proof:** Evidently, only the $k = 0$ term of the summation in (6.9) contributes to this approximation. Using the first term of each series expansion [1, Eqn. (4.2.1)] and [1, Eqn. (9.6.9)] followed by the selection of the least order term of $x$ yields the result.
Figure 6.4: The SER for binary phase shift keying (i.e. $\mu = \nu = 1$) over a $2 \times n$ MIMO system using CI — analytical vs. simulated (■ markers). Asymptotes to curves are in dashed lines (−−).

Fig. 6.4 illustrates for the cases $n \in \{2, 3, 5\}$ how the exact analytic SER (6.14) for binary phase shift keying modulation compares with the $10^5$-point semi-analytic Monte Carlo simulation results. This figure also shows the asymptotes for the curves computed by using (6.15) based on reference [109]. A diversity order of $(n - 1)$ is observed.

### 6.4 Extension to Rician and Semi-Correlated Rayleigh Fading (Case: $m = 2$)

The joint PDF of the unordered eigenvalues of a complex central Wishart distribution resembles those of the non-central and semi-correlated central Wishart distributions [110]. Therefore, certain results presented in Section 6.2 can be generalized for these scenarios. Only the PDF results (for case $m = 2$) are presented here; the derivation of the other results from them does not require a different approach from that used in the central Wishart case.
6.4.1 Rician Fading

Without a further loss of generality, let $N_t = n \geq 2$ and $N_r = 2$. Suppose the resulting $2 \times n$ channel matrix $H$ is of the form $H = aH_{sp} + bH_{sc}$, where $H_{sp}$ represents the deterministic specular (line-of-sight) component, $H_{sc} \in \mathbb{C}^{2 \times n}$, the random scatter component, and $a^2 + b^2 = 1$. The specular component is governed by the directional gains of the antennas, the presence of dominant multi-paths, etc. $K = a^2 ||H_{sp}||_F^2/b^2 \mathcal{E}\{||H_{sc}||_F^2\}$ is the Rician factor \[111\]; $\Omega = (a^2/b^2)H_{sp}H_{sp}^H$ is the non-centrality matrix. Let $\{\omega_1, \omega_2\} = \text{eig}(HH^H)$ and $\{\omega_1, \omega_2 | \omega_1 > \omega_2\} = \text{eig}(\Omega)$. The joint distribution of the unordered eigenvalues $\lambda_1, \lambda_2$ is given by \[111\ Eqn. (15)\]

$$f_{\lambda_1, \lambda_2}(\lambda_1, \lambda_2) = \frac{e^{-(\omega_1+\omega_2)}}{2} \frac{|\lambda_1 - \lambda_2| (\lambda_1 \lambda_2)^{n-2} e^{-(\lambda_1+\lambda_2)}}{2(\omega_1-\omega_2)(\omega_1 \omega_2)^{n-2}}$$

$$\left( I_{n-2} \left( 2 \sqrt{\omega_1 \lambda_1} \right) I_{n-2} \left( 2 \sqrt{\omega_2 \lambda_2} \right) - I_{n-2} \left( 2 \sqrt{\omega_2 \lambda_1} \right) I_{n-2} \left( 2 \sqrt{\omega_1 \lambda_2} \right) \right). \quad (6.16)$$

The PDF result corresponding to the case $\omega_1 = \omega_2$ can be obtained by using the limiting operation $\omega_1 \to \omega_2$ on (6.16).

Assume perfect transmit CSI and the CI scheme. Given transmit SNR $P$, the per channel received SNR $\frac{b^2}{2} P \Lambda$ relates to $\lambda_1$ and $\lambda_2$ through (6.3).

**Theorem 6.3** The PDF of $\Lambda$.

Let $\lambda_1, \lambda_2$ be the eigenvalues of a rank-2 complex non-central Wishart matrix having $n$ degrees of freedom, and a non-centrality matrix $\Omega$, whose eigenvalues are $\{\omega_1, \omega_2 | \omega_1 > \omega_2 > 0\}$. The PDF of $\Lambda$ in (6.3) is given by

$$f_{\Lambda}(x) = \sum_{i=0}^{\infty} \sum_{j=0}^{i} \frac{g_{i,j}(\omega_1, \omega_2)}{(j + n - 2)! (i - j + n - 2)! j! (i - j)!} \sum_{p=0}^{i+2n-1} \binom{i + 2n - 1 - p}{i + 2n - 1} e^{-2x} x^{i+2n-2} (K_{n+j-p} (2x) - K_{n+j-p-1} (2x)) \quad (6.17)$$

where

$$g_{i,j}(\omega_1, \omega_2) = \frac{e^{-(\omega_1+\omega_2)}}{2} \left( \omega_1^i \omega_2^{(i-j)} - \omega_1^{(i-j)} \omega_2^j \right). \quad (6.18)$$
Figure 6.5: The PDF of $\Lambda$ over $2 \times n$ Rician faded MIMO systems using CI—analytical vs. simulated (■ markers). Rician fading is modeled by a rank-2 non-centrality matrix with eigenvalues $[4, 1]$.

**Proof:** The identity [11 Eqn. (9.6.10)] is used to expand each $I_n(\cdot)$ as an infinite series. Each term of the resulting cascaded infinite series is of a form similar to (6.9). Hence, the rest of the proof is similar to that of Theorem 6.2.

Fig. 6.5 verifies the analytical PDF results for $2 \times n$ MIMO systems using CI under Rician fading against the $10^6$-point semi-analytic Monte Carlo simulation results. The non-centrality matrix has eigenvalues $\omega_1 = 4$ and $\omega_2 = 1$.

Eqn. (6.17) gets simplified further for the case $\omega_1 \neq 0, \omega_2 = 0$ and the limiting case $\omega_1 \to \omega_2$. The corresponding PDF expressions, along with the CDF and SER results, have been presented and verified in [45]. The least order approximation of the PDF result therein is reproduced below. The approximation shows that the diversity order is the same for both Rayleigh and Rician fading.

**Corollary 6.4** Let $\lambda_1, \lambda_2$ be the eigenvalues of a rank-2 non-central complex Wishart matrix having $n$ degrees of freedom, and a non-centrality matrix $\Omega$, whose eigenvalues are $\{\omega_1, \omega_2 | \omega_1 > \omega_2 > 0\}$. The first-order approximation of the PDF of $\Lambda$ in
(6.3) is given by

\[ f_\Lambda(x) = ax^{n-2} + o(x^{n-2}) , \]  

(6.19)

where

\[ a = \frac{(n + \omega_1 - 1)e^{-\omega_2} - (n + \omega_2 - 1)e^{-\omega_1}}{2(\omega_1 - \omega_2) (n - 2)!} . \]  

(6.20)

**Proof:** Similar to that of Corollary 6.3.

Note that the limit of \( a \) in (6.20) as \( \omega_1 \to \omega_2 \) and \( \omega_2 \to 0 \) is \( \frac{n}{2(n-2)!} \), which corresponds to Rayleigh fading.

### 6.4.2 Min Semi-Correlated Rayleigh Fading

Semi-correlated MIMO channels [110] arise where only one of the set of transmit antennas and set of receive antennas is correlated. Such channels could result when the antenna spacing is constrained at one of the terminals because of, for example, the device size. Given the similarity corresponding joint eigenvalue distribution has to that of uncorrelated Rayleigh fading, the results from Section 6.2 can be extended for semi-correlated Rayleigh fading.

Assume min semi-correlated Rayleigh fading (i.e., correlation exists only at the terminal having fewer antennas) and suppose \( \min(N_t, N_r) = 2 \). Without a loss of generality, let \( N_t = n \geq 2 \) and \( N_r = 2 \). The channel matrix becomes \( H = \Sigma^{1/2} H_w \), where \( H_w \in \mathbb{C}^{N_r \times N_t} \) is complex Gaussian distributed; \( \Sigma \) is the \( 2 \times 2 \) receive correlation matrix, whose ordered eigenvalues are \( \sigma_1 \) and \( \sigma_2 \) such that \( \sigma_2 > \sigma_1 \). The joint distribution of the ordered eigenvalues of \( HH^H \) is given by [112, Eqn. (17)]. Thus, we get the joint distribution of the unordered eigenvalues \( \{\lambda_1, \lambda_2\} = \text{eig}(HH^H) \) as

\[ f_{\lambda_1, \lambda_2}(\lambda_1, \lambda_2) = \frac{K}{2} |\lambda_1 - \lambda_2| (\lambda_1 \lambda_2)^{n-2} \left( e^{-\left(\frac{\lambda_1 + \lambda_2}{\sigma_1}\right)} - e^{-\left(\frac{\lambda_1 + \lambda_2}{\sigma_2}\right)} \right) , \]  

(6.21)

where

\[ K = \frac{(\sigma_1 \sigma_2)^{1-n}}{(n-1)! (n-2)! (\sigma_2 - \sigma_1)} . \]  

(6.22)

The result for the case \( \sigma_1 = \sigma_2 \) would be given by the limiting operation \( \sigma_2 \to \sigma_1 \).

The distribution of \( \Lambda \) in (6.3) can be characterized as follows.
Theorem 6.4 The PDF of $\Lambda$.

Let $\lambda_1, \lambda_2$ be the eigenvalues of a rank-2 complex central Wishart matrix having $n$ degrees of freedom and a correlation matrix with eigenvalues $\{\sigma_1, \sigma_2|\sigma_2 > \sigma_1 > 0\}$. The PDF of $\Lambda$ in (6.3) is given by

$$f_{\Lambda}(x) = K x^{2n-2}e^{-(1/\sigma_1+1/\sigma_2)} (\Pi_x(\sigma_1, \sigma_2, 0)$$

$$-x\Pi_x(\sigma_1, \sigma_2, 1) - \Pi_x(\sigma_2, \sigma_1, 0) + x\Pi_x(\sigma_2, \sigma_1, 1)),$$  \hspace{1cm} (6.23)

where

$$\Pi_x(\mu_1, \mu_2, a) = \sum_{k=0}^{2n-1} \binom{2n-1}{k} \left(\frac{\mu_1}{\mu_2}\right)^{k-n-a+1} K_{k-n-a+1} \left(\frac{2x}{\sqrt{\mu_1\mu_2}}\right).$$ \hspace{1cm} (6.24)

Proof: Omitted given the similarity to that of Theorem 6.2.

Fig. 6.6 verifies the analytical PDF results for $2 \times n$ MIMO systems by using CI against the $10^8$-point semi-analytic Monte Carlo simulation results. The receive correlation matrix has (arbitrarily chosen) eigenvalues $\sigma_1 = 0.1$ and $\sigma_2 = 0.3$. The
special cases such as $\sigma_1 = \sigma_2$, as well as the CDF and SER results, are mathematically tractable, but not attempted here.

### 6.5 Conclusion

The performance of MIMO eigenmode transmission under the channel inversion (CI) power allocation scheme was examined. A mathematical framework was developed to characterize the received signal power $\Lambda$ under CI. Assuming Rayleigh fading, the exact MGF of $\Lambda^{-1}$ was developed for arbitrary $N_t$ and $N_r$. Moreover, the exact PDF and CDF expressions were derived for the special case $\min(N_t, N_r) = 2$; some of them were extended for Rician fading and semi-correlated Rayleigh fading. Numerical results, including the exact SER for the case $\min(N_t, N_r) = 2$, were provided to highlight possible applications of the framework and to gain insights into CI.

The observations confirm the intuition that CI has the diversity order of the weakest eigenmode, which is $|N_t - N_r| + 1$ under both Rayleigh and Rician fading. It was also seen that ZF reception performs similarly to CI without requiring transmit CSI; hence, CI is not attractive when the receiver has more antennas than the transmitter. However, CI, given its finer control over the instantaneous transmit power, may be useful as an easier-to-implement alternative to transmit ZF for MIMO and multi-user MIMO configurations.

**Future directions:**

- Certain analytic results based on Theorem 6.1 (for arbitrary $m \leq n$), including the diversity order, appear to be mathematically tractable and could be derived.

- Performance comparison of CI and (transmit) ZF in multi-user MIMO configurations is also interesting. Here, CI would have to be applied on the effective MIMO channel the source has with all the users.

~
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Chapter 7

Conclusion and Future Work

The similarities in the spatial, temporal, and frequency characterizations of wireless channels reveal the potential of the space dimension beyond the usual diversity–multiplexing benefits. Inspired by these similarities, this thesis focused on demonstrating non-conventional uses of the spatial degrees of freedom (DoFs).

- Chapter 2 of this thesis, for instance, proposed GSVD-based beamforming, a novel, non-iterative beamforming technique for the two-user multiple-input multiple-output (MIMO) downlink channel. This chapter also provided detailed insights into its performance by considering multicast and relaying applications.

- Next, a divide-and-conquer strategy to implement arbitrary physical-layer multicasting (PLM) configurations through non-iterative beamforming was proposed in Chapter 3. This strategy uses the notion of multicast antenna groups (MAGs) representing virtual grouping of user antennas and a two-phased beamforming strategy comprising inter-MAG beamforming and intra-MAG beamforming to systematically realize arbitrary virtual channel (VC)–to-User mapping.

- Chapter 4 introduced the use of space dimension for mitigating multipath fading, namely, spatial multipath resolution (SMR). Its use with space time block codes (STBCs) and eigenmode transmission was investigated; the possibilities and benefits of partial and adaptive SMR were examined.
• Space division duplexing (SDD), which is a promising, yet insufficiently explored use of space dimension, was investigated in Chapter 5. By considering eigenmode transmission under SDD, the benefits of SDD, as well as the extent certain hardware limitations including finite analog-to-digital converter (ADC) resolution contribute towards precluding SDD implementation, were assessed.

• Chapter 6 developed a mathematical framework for performance analysis of MIMO eigenmode transmission under the channel inversion power allocation scheme; detailed insights into the performance of such systems were provided.

Overall, this thesis demonstrated the feasibility, challenges, advantages, and disadvantages of certain non-conventional uses of spatial DoFs. The symbol error rate (SER) simulation results were usually used to quantify the performance; the exact analytic and numerical results were provided where possible to complement them.

Most non-conventional benefits of the space dimension are presently not viable because of practical challenges and the high cost of spatial DoFs. Nevertheless, the following trends could change this situation:

• Higher carrier frequencies (e.g., the 60 GHz ISM frequency band, as considered in the IEEE 802.15.3c [85] standard) reduce the antenna spacing required for uncorrelated reception, allowing more antennas to be accommodated in a terminal.

  Challenges: However, higher frequencies have different propagation characteristics; further research on developing new MIMO techniques (and adapting existing ones) for such carriers is necessary.

• The complexity of MIMO signal processing increases more than linearly with the number of antennas. Therefore, relevant advancements in the electronics (e.g., [43]) are crucial for DoFs to become cost-effective.

• The ongoing research on large MIMO systems design is very promising. The complexity of signal processing algorithms is the main consideration in such
design.

**Challenges:** Novel uses of spatial DoFs, including those proposed in this research, need to be examined for large MIMO systems.

The future directions specific to the Chapters 2–6 are outlined in the chapters’ conclusions. Common for all MIMO techniques is the need to coexist with the techniques for mitigating interference and frequency and/or time selective fading. Improving the robustness of beamforming techniques for imperfect channel-state information (CSI) is another requirement. Meeting those requirements while using the proposed techniques is a topic for future research. The proposed techniques do not exhaust the potential of the space dimension; investigating such unexplored possibilities is also of interest.

The untapped potential of spatial DoFs could be exploited in non-conventional applications such as those investigated in this thesis to improve next-generation wireless systems.

~
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Appendix A

Proof for Diversity Order with GSVD beamforming

The proof of Theorem 2.1 is given below.

**Proof**: Consider GSVD beamforming over MIMO channels $H_1 \in \mathbb{C}^{m \times n}$ and $H_2 \in \mathbb{C}^{p \times n}$ undergoing independent and identically distributed (i.i.d.) Rayleigh fading, corresponding to users $U_1$ and $U_2$, respectively.

Suppose $\text{rank} (H_1^H, H_2^H) = k \leq \min (m, p)$.

The variable transformation $\gamma_i = \alpha_i^2$, $i \in \{1, \ldots, k\}$ on (2.4) gives the ordered joint probability density function (PDF) $f_\gamma(\gamma_1, \ldots, \gamma_k)$ as

$$f_\gamma(\gamma_1, \ldots, \gamma_k) \propto \prod_{i=1}^{k} \gamma_i^{m-k} (1 - \gamma_i)^{p-k} \cdot \prod_{1 \leq i < j \leq k} (\gamma_i - \gamma_j)^2,$$

(A.1)

for $1 \geq \gamma_1 \geq \gamma_2 \geq \ldots \geq \gamma_k \geq 0$.

Integrating out $\gamma_i, i \neq r$ of (A.1), as follows, yields the marginal PDF of $\gamma_r$.

$$f_{\gamma_r}(\gamma_r) \propto \int_{\gamma_{r+1}=0}^{\gamma_r} \int_{\gamma_{r+2}=0}^{\gamma_r+1} \cdots \int_{\gamma_k=0}^{\gamma_{k-1}} \times \int_{\gamma_{r-1} = \gamma_r}^{1} \int_{\gamma_{r-2} = \gamma_{r-1}}^{1} \cdots \int_{\gamma_1 = \gamma_2}^{1} \times f_\gamma(\gamma_1, \ldots, \gamma_k) \ d\gamma_1 \cdots d\gamma_{r-1} d\gamma_{r+1} \cdots d\gamma_k \tag{A.2}$$

Note that $f_{\gamma_r}(\gamma_r)$ will be a polynomial of $\gamma_r$ alone, and that we are interested only in its least order term.

The joint PDF (A.1) is a homogeneous multivariate polynomial of $\gamma_i$’s, and, given any of its terms, integration by each $\gamma_i$ raises the corresponding degree by
1. Since each of the \((k - r)\) cascaded integrations involving \(\gamma_i, i > r\) has 0 as the lower limit of integration and \(\gamma_{i-1}\) as the upper limit, each integration increases the degree of \(\gamma_r\) in the resulting expression by one. As a result, the degree of the least order term of \(f_{\gamma_r}(\gamma_r)\) gets incremented by \((k - r)\). By contrast, having a non-zero constant of 1 as the upper limit of integration, none of the \((r - 1)\) remaining cascaded integrals (corresponding to \(\gamma_i, i < r\)) has any effect on the degree of \(\gamma_r\) in the desired least order term. Thus, we need to consider only the powers of \(\gamma_i, i \geq r\) in the integrand for diversity order analysis.

Also, for our purpose, \[
\prod_{i=1}^{k} \gamma_i^{m-k} (1 - \gamma_i)^{p-k} = \prod_{i=r}^{k} \gamma_i^{m-k} + \text{higher order terms,} \quad (A.3)
\]
which contributes \((m - k)(k - r + 1)\) degrees to the least order term. The sum of degrees of \(\gamma_i, i \geq r\) in the factor \(\prod_{1 \leq i < j \leq k} (\gamma_i - \gamma_j)^2\) of \((A.1)\) is minimal in its term corresponding to \(\prod_{i=1}^{k-1} \gamma_i^{2(k-i)}\). That term yields \(2 \sum_{i=r}^{k-1} (k - i) = (k - r)(k - r + 1)\) degrees towards the diversity order.

Thus, the degree of \(\gamma_r\) in the least order term of \(f_{\gamma_r}(\gamma_r)\) comes to \[
n_r = (m - k)(k - r + 1) + (k - r)(k - r + 1) + (k - r) \quad (A.4a)
\]
\[
= (m - r + 1)(k - r + 1) - 1. \quad (A.4b)
\]
The term \((k - r)\) in \((A.4a)\) represents the increment due to the \((k - r)\) cascaded integrations.

From \((A.4b)\) and using \([109]\), we get the diversity order of the \(r^{th}\) common virtual channel (CVC) for user \(U_1\) to be \(n_r + 1 = (m - r + 1)(k - r + 1)\) for \(r \in \{1, \ldots, k\}\), completing the proof.
Appendix B

Proofs of Theorems on MIMO Channel Inversion

This Appendix presents the proofs of Theorems 6.1, 6.2 and Corollaries 6.1, 6.2.

Proof: (Theorem 6.1) The MGF of $\Lambda^{-1}$ (arbitrary $m \in \mathbb{Z}^+$).

The moment generating function (MGF) of $\Lambda^{-1}$ is given by the $m$-folded integral:

$$
\mathcal{M}_{1/\Lambda}(s) = \int_{\lambda_1=0}^{\infty} \cdots \int_{\lambda_m=0}^{\infty} e^{-\sum_{i=1}^{m} \frac{s}{\lambda_i}} f_{\lambda_1, \ldots, \lambda_m}(\lambda_1, \ldots, \lambda_m) d\lambda_1 \cdots d\lambda_m .
$$

(B.1)

Substituting (6.6) into (B.1) and simplifying with [113, Eqn. 4.5.1.(9)], we get

$$
\mathcal{M}_{1/\Lambda}(s) = \frac{1}{m!K_{m,n}} \sum_{k_1, \ldots, k_m \in \{0, \ldots, 2(m-1)\}} \frac{b(k_1, \ldots, k_m)}{\prod_{i=1}^{m} \lambda_i^k_i + n - m e^{-\left(\lambda_i + \frac{s}{\lambda_i}\right)}} d\lambda_i
$$

(B.2)

and hence, (6.7).
Proof: (Theorem 6.2) The PDF of $\Lambda$ (case: $m = 2$).

From the definition of the cumulative distribution function (CDF),

$$F_\Lambda(x) = \mathcal{P}\left[ \frac{\lambda_1 \lambda_2}{\lambda_1 + \lambda_2} \leq x \right] = \mathcal{P}\left[ \lambda_1 (\lambda_2 - x) \leq \lambda_2 x \right]$$

$$= \int_0^x \tilde{F}_{\lambda_1|\lambda_2} \left( \frac{\lambda_2 x}{\lambda_2 - x} \right) f_{\lambda_2}(\lambda_2) \, d\lambda_2$$

$$+ \int_x^\infty \tilde{F}_{\lambda_1|\lambda_2} \left( \frac{\lambda_2 x}{\lambda_2 - x} \right) f_{\lambda_2}(\lambda_2) \, d\lambda_2.$$  \hspace{1cm} (B.3)

Differentiating (B.3) with respect to $x$, we get

$$f_\Lambda(x) = \int_x^\infty \frac{\lambda_2^2}{(\lambda_2 - x)^2} f_{\lambda_1|\lambda_2} \left( \frac{\lambda_2 x}{\lambda_2 - x} \right) f_{\lambda_2}(\lambda_2) \, d\lambda_2$$

$$= \int_x^\infty \frac{\lambda_2^2}{(\lambda_2 - x)^2} f_{\lambda_1,\lambda_2} \left( \frac{\lambda_2 x}{\lambda_2 - x}, \lambda_2 \right) \, d\lambda_2$$

$$= \int_0^\infty \left( \frac{t + x}{t} \right)^2 f_{\lambda_1,\lambda_2} \left( \frac{x(t + x)}{t}, t + x \right) \, dt.$$  \hspace{1cm} (B.4)

Substituting (6.8) into (B.4), and using the Binomial expansion and [2] Eqns. (3.471.9, 8.471.1), we get

$$f_\Lambda(x) = \frac{1}{2K_{2,n}} \int_0^\infty \left( \frac{t + x}{t} \right)^2 e^{-\frac{(t+x)^2}{t}} \left( \frac{(t+x)^2(t-x)^2}{t^2} \right) \left( \frac{x(t+x)^2}{t} \right)^{n-2} \, dt$$

$$= \frac{1}{2K_{2,n}} x^{n-2} e^{-2x}$$

$$\sum_{k=0}^{2n} \left( \begin{array}{c} 2n \\ k \end{array} \right) x^{2n-k} \int_0^\infty \frac{(t-x)^2}{t^{n+2-k}} e^{-(t+x)^2/t} \, dt$$

$$= \frac{1}{K_{2,n}} x^{2n-1} e^{-2x} \sum_{k=0}^{2n} \left( \begin{array}{c} 2n \\ k \end{array} \right) \left( (n-k-2x)K_{k-n} (2x) + 2xK_{k+1-n} (2x) \right).$$  \hspace{1cm} (B.5)

\[\boxed{}\]
Proof: (Corollary 6.1) The CDF of Λ (case: m = 2).

Consider the following integral, which can be simplified into a single Meijer G function [2, Sec. 9.3], first by using [2, Eqn. (9.34.4)], and then, by applying [114, Eqn. (7.34.21.1)] with a substitution $u = 2t$.

\[
\int_{0}^{x} t^{\mu} K_{\nu}(t) e^{-t} \, dt = \sqrt{\pi} \int_{0}^{x} t^{\mu} G_{1,2}^{2,0} \left( 2t \mid 0.5, -\nu, \nu \right) \, dt
\]

\[
= \frac{\sqrt{\pi}}{2^{\mu+1}} \int_{0}^{2x} u^{\mu} G_{1,2}^{2,0} \left( u \mid 0.5, -\nu, \nu \right) \, du
\]

\[
= \frac{\sqrt{\pi}}{2^{\mu+1}} G_{2,3}^{2,1} \left( 2x \mid \mu+1.5, \mu+\nu+1, 0 \right). \tag{B.6}
\]

Now let us consider the CDF of Λ:

\[
F_{\Lambda}(x) = \int_{0}^{x} f_{\Lambda}(t) \, dt
\]

\[
= \frac{1}{K_{2,n}} \sum_{k=0}^{2n} \binom{2n}{k} (n-k) \int_{0}^{x} t^{2n-2} e^{-2t} K_{k-n}(2t) \, dt
\]

\[
- 2 \int_{0}^{x} t^{2n-1} e^{-2t} K_{k-n}(2t) \, dt + 2 \int_{0}^{x} t^{2n-1} e^{-2t} K_{k+1-n}(2t) \, dt \right) \tag{B.7}
\]

Applying the result of (B.6), in (B.7), we get (6.10).

Proof: (Corollary 6.2) The SER (case: m = 2).

Equation (6.13) can be simplified as follows by using integration by parts and Leibniz’s rule for differentiation [115, Eqn. (32)].

\[
P_{s} = \int_{0}^{\infty} \mu Q \left( \sqrt{2\nu x F} \right) \, dF_{\Lambda}(x) = \mu \int_{0}^{\infty} \frac{e^{-\nu s x}}{\sqrt{2\nu x}} \cdot \frac{\sqrt{2\nu F}}{2\sqrt{x}} F_{\Lambda}(x) \, dx. \tag{B.8}
\]

Consider the integral

\[
\Pi(q, \alpha, \beta, \gamma) = \int_{0}^{\infty} x^{-0.5} e^{-qx} G_{2,3}^{2,1} \left( 4x \mid 1, \beta, 0 \right) \, dx
\]

\[
= \mathcal{L} \left\{ x^{-0.5} G_{2,3}^{2,1} \left( 4x \mid 1, \beta, 0 \right) \right\} \bigg|_{s=q}. \tag{B.9}
\]

where $q, \alpha, \beta, \gamma$ are positive reals, and $\mathcal{L} \{ . \}$ denotes the Laplace transform.

Eqn. (B.9) can be solved by using [113, Eqn. (4.23.34)] to get

\[
\Pi(q, \alpha, \beta, \gamma) = q^{-0.5} G_{3,2}^{2,1} \left( \frac{4}{q}, 1, 0.5, 0 \right). \tag{B.10}
\]

Substituting (6.10) into (B.8) and using (B.10) completes the proof. \hfill \blacksquare
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