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#### Abstract

Fifth generation (5G) wireless networks must handle massive data rates given the recent and future demand growth. A solution is the use of millimeter wave (mmW) bands (20-100 GHz ) which can leverage massive bandwidths (up to 5 GHz ). However, mmW signals experience high path loss, directivity and blockages. Moreover, node locations are becoming increasingly random due to deployment constraints which limits the performance of these networks. To overcome these challenges, this thesis makes several contributions on the deployment of randomly located mmW relays to enhance the coverage and rate. First, an analytical framework is developed for the coverage and rate of a decode-and-forward relay network with a best relay selection by incorporating mmW channel impairments and by using stochastic geometry technique to model the relay locations. Second, a multi-hop network is analyzed in noise-limited and interference-limited regimes to characterize the coverage, error rate, and ergodic capacity by developing the end-to-end signal-to-noise ratio distribution. Third, to improve the relaying spectral efficiency and coverage, two-way relays with two users exchanging their message is analyzed by selecting a best relay from a set of randomly located nodes. Finally, coverage is analyzed when non-orthogonal multiple access is utilized in mmW relaying for several relay selection strategies. This thesis demonstrates that these relaying techniques improve coverage and rate significantly when appropriate relay selection is performed.
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## Chapter 1

## Introduction

The ubiquity of mobile communication brought about by decreasing device costs and increasing services is contributing significantly to the increased number of connections as well as the per-device data consumption. Specifically, current cellular networks have seen an unprecedented data growth due to proliferation of smartphones and bandwidth-intensive video and multimedia applications. Ericsson has predicted that the volume of mobile data traffic will increase five folds from 2018 to 2024, reaching 136 exabytes per month (Fig. 1.1), equivalent to a compound annual growth rate of $31 \%$ [1]. This ever growing trend is expected to continue mainly due to the services that require massive data, such as high definition video streaming, online gaming, and virtual reality applications [2]. For example, video streaming contributed $60 \%$ ( $\sim 16$ exabytes/month) of total mobile traffic in 2018, which is expected to reach $74 \%$ ( $\sim 100$ exabytes/month) by 2024 [1]. In addition, billions of new devices envisioned to be connected in the future generation of wireless networks to provide massive connectivity are also expected to contribute to the increase in data consumption [1], [6].

These incessant demand for improved services and data rates has led to the development of new generation of mobile communication standards every decade since the introduction of first generation (1G) in early 1980s, to the fourth generation (4G) in 2010 [7]. Right now, extensive efforts are being made by industries, regulators, and standardization bodies to develop fifth generation (5G) mobile communication with a target of commercial deployment starting from 2020 [2]. From the third generation (3G) onward, the development of each new generation started with a set of service quality requirements set out by International Telecommunications Union, a United Nations regulatory body; namely, IMT-2000


Figure 1.1: Expected worldwide mobile data demand [1].
for 3G, IMT-A for 4G, and IMT-2020 for 5G mobile cellular. This process is driven by the standardization body, Third Generation Partnership Project (3GPP), which was formed by major wireless industry players, and is continuing to release the standards up until now for 5G. For instance, the latest 3GPP standard is Release 15, which targets to meet IMT-2020 requirements for 5G cellular networks [8].

### 1.1 5G Cellular - Next Generation of Mobile Communication

Unlike the evolution from 1 G to 4 G , where the motivation was to improve a particular aspect of mobile communication (for example, 1 G to 2 G transition improved voice service and increased network capacity using digital communications, and 3 G and 4 G were developed to improve the data rates), the evolution of 5 G features concurrent improvements in many areas. Specifically, they include high data rates ( $1-10 \mathrm{Gbps}$ ), low latency (less than 1 milliseconds), massive connectivity ( $\sim$ tens of billions new devices), and better quality of service [9]-[11].

### 1.1.1 5G Use Cases

The IMT-2020 requirements to be implemented by 5G networks are mainly classified into three use cases (Fig. 1.2): (i) enhanced mobile broadband (eMBB), (ii) massive ma-


Figure 1.2: Three different use cases of 5G [2].
chine type communications (mMTC), and (iii) Ultra-reliable low latency communication (URLLC) [12], which are briefly summarized below. Note that, some services might fall in between these scenarios and some applications will require more than one of these use cases.

1. Enhanced Mobile Broadband: This refers to a straightforward improvement of the current mobile broadband technology (e.g., Long Term Evolution (LTE)) to achieve higher data rates with improved quality of service. Specifically, IMT-2020 requirements for 5G are: peak data rate of 20 Gbps in downlink, 10 Gbps in uplink, user perceived data rate of 100 Mbps in downlink and 50 Mbps in uplink, spectral efficiency of $30 \mathrm{bps} / \mathrm{Hz}$ in downlink and $15 \mathrm{bps} / \mathrm{Hz}$ in uplink [2], [12].
2. Massive Machine Type Communications: Billions of new devices will be connected to Internet of Things networks. These devices will require connectivity, low data rates and high energy efficiency to allow for very long battery life ( $\sim 10$ years), which are the major design goals of massive machine type communications. These connected devices might include a variety of consumer devices, sensors, and actuators that generate a huge amount of data collectively. The IMT-2020 requirements specify that 5 G needs to have 1 million devices $/ \mathrm{km}^{2}$ and area traffic capacity in downlink is $10 \mathrm{Mbit} / \mathrm{s} / \mathrm{m}^{2}$ [2], [12].
3. Ultra Reliable Low Latency Communications: These connections require extremely low error rates and end-to-end delay. Applications are vehicular communication, remote surgery, factory automation, and more. The IMT-2020 requirements
specify the user plane latency (end-to-end packet transmission time) of 1 ms and the transmission failure probability of less than 1 in $10^{5}$ [2], [12].

### 1.1.2 Enablers of High Data Rates in 5G

To achieve the high data rates (e.g., to meet the enhanced mobile broadband requirements), some key technologies are expected to be the integral parts of 5 G , which are discussed below briefly [9], [13].

- Network Densification: This includes densification over space (e.g, dense deployment of small cells) and frequency (utilizing larger portions of radio spectrum in diverse bands). Large-scale cost-effective spatial densification depends on intercell interference management, and the realization of its full benefits needs backhaul densification and advanced interference cancellation methods [14]. Similar to 4G LTE, network densification is a highly effective solution for 5G networks as well [9] and essentially leads to heterogeneous deployments of nodes where macro, micro, pico and femto cells coexist to improve the overall network capacity [15].
- Massive Multiple-Input-Multiple-Output (MIMO): The base station uses a large number of antenna elements compared to the number of active users using the same time-frequency resources in the network [16]. This improves the spectral efficiency due to the averaging out of channel fading via the law of larger numbers, thereby significantly reducing small-scale channel fading effects [9]. In addition, massive MIMO can improve the network capacity significantly due to aggressive spatial multiplexing and can achieve high energy efficiency due to the ability to use low power antennas that can focus the transmitted energy into a small spatial region, which motivates its widespread use in 5G cellular networks [16].
- Millimeter Wave (mmW): Due to the congestion of sub-6 GHz bands used by current cellular networks, mmW bands (20-100 GHz and more) ${ }^{1}$ can offer large bandwidths of 1 GHz or more to achieve massive data rates [18], [19]. To illustrate, the total sub-6 GHz bandwidth allocated to current commercial wireless systems is a small fraction of the total available bandwidth in mmW spectrum (Fig. 1.3).

[^0]

Figure 1.3: An overview of spectrum availability in sub- 6 GHz and mmW frequency bands in the US.

### 1.2 Millimeter Wave Communication

Unlike sub 6-GHz bands, mmW bands suffer large signal attenuation with distance, cannot penetrate walls (specifically, brick, glass and metallic walls), and exhibit poor signal diffraction around the corners [17]. Therefore, mmW links are most reliable if a line of sight (LOS) path exists between the transmitter and receiver, and even a nearby receiver that falls in non line of sight (NLOS) condition may lack signal coverage [20].

The aforementioned losses can offset the link margins substantially, and the exploitation of vast mmW bandwidths becomes challenging. Thus, directional beamforming for mmW MIMO has been extensively developed [11], [18], [21]. This technique uses a large number (tens to hundreds) of antenna elements to form an antenna array which is capable of directing the large portion of signal power in the desired direction [11]. Antenna arrays are viable because of the continuous decrease in hardware costs and improved power efficiency [17]. Increased antenna element density (per unit area) is possible due to short mmW wavelengths (1-10 millimeters) [18]. Beamforming has an additional benefit of reducing co-channel interference at the receiver because the signal from any NLOS interferer is highly attenuated. Moreover, beamforming can enable, even if LOS link is not available, NLOS communications. The NLOS path can be formed by utilizing the reflectors and scatterers in the propagation environment [6]. The effect of blockage can be mitigated by using relays which can receive a signal from transmitter and forward to the intended receiver [20].

Although existing commercial wireless standards such as IEEE 802.15.3c and 802.11 ad


Figure 1.4: Millimeter wave cellular network with a base station, relays, blocking objects, and user equipments (UEs).
use mmW bands [17], mmW cellular communications was thought to be impractical due to their high path loss at larger distance. Specifically, when a base station must provide signal coverage over large cells of radius up to few kilometers, large mmW attenuation makes coverage infeasible. Another key challenge arises due to user mobility which makes it necessary to re-align the beams frequently [10]. However, to increase the network capacity in recent cellular networks, heterogeneous deployment with multiple tiers (macro, micro, pico, and femto) of base stations is used. While macro cells transmit at a higher power ( $\approx 40 \mathrm{~W}$ ) to provide a coverage to a larger area, micro, pico and femto cells use the same frequency channels and time resources but transmit at a lower power each with decreasing coverage area. With pico and femto cells having typical coverage range of few hundred meters, mmW bands can be efficiently utilized to serve these cell users and are, in fact, more suitable than sub- 6 GHz bands as the former result in less interference to co-channel cells due to higher signal attenuation in mmW bands. In addition, dense-urban and suburban propagation experiments have shown that mmW links work well within a cell radius of up to 200 meters [22], a size similar to that of the current pico cells deployed in sub-6 GHz bands. A mmW cellular network with access, backhaul, and relay links utilizing directional communication is shown in Fig. 1.4.

### 1.2.1 Standardization of $\mathbf{m m W}$ networks

This section provides a brief overview of existing and new wireless standards operating in mmW frequencies that are available for personal, local, and wide area networks.

IEEE 802.15.3c: This wireless personal area network (WPAN) standard for unlicensed 60 GHz band achieves a small coverage range ( $\sim 10 \mathrm{~m}$ ) [23]. The connections are ad-hoc based and its architecture defines two classes of devices, namely, a piconet coordinator (PNC), and remaining devices (DEVs). The PNC performs access control, synchronization, and quality of service ( QoS ) management for the DEVs. To suit a variety of QoS requirements, mmW capable physical layer (PHY) is specified for three different operating modes: (i) single carrier mode (SC), (ii) high speed interface mode (HSI), and (iii) audio/visual mode (AV), ranging the achievable data rates from a few Mbps up to a maximum of $5,775 \mathrm{Mbps}$ [17]. A set of four channels each with a bandwidth of 2.16 GHz are used in the band 57.24-65.88 GHz to accommodate the different frequency bands allocated in different countries for 60 GHz communication. The standard uses binary phase shift keying (BPSK), quadrature phase shift keying (QPSK), and M-ary quadrature amplitude modulation (M-QAM) with $M=16$ or 64 . All the operating modes have directional beamforming capability where a set of predefined vectors (codebook) are used for beam training to establish and maintain communication.

IEEE 802.11ad: This local area network (LAN) standard operates in 60 GHz band with the core feature of directional multi-gigabit physical layer and uses multi-antenna beamforming [24]. Antenna training for beamforming is done in two steps: (i) sector sweeping, and (ii) beam refinement where in the first step, the best sector to communicate is selected and then the second step further refines the beams. Once the antenna arrays are configured for the best direction, beam tracking procedure defined in the standard will reconfigure the beams if the propagation environment changes. IEEE 802.11ad also features the use of sub-6 GHz bands for concurrent transmission with 60 GHz frequencies. To combat the link blockages, the standard defines relaying mechanisms where the relays can operate either in amplify-and-forward (AF) mode or decode-and-forward (DF) mode. Similar modulation schemes to IEEE 802.15.3c
are used: BPSK, QPSK, 16-QAM, and 64-QAM to achieve the PHY data rate capability of up to $6,756 \mathrm{Mbps}$ [17].

5G New Radio (NR): It is a new radio access technology developed by 3GPP for 5G mobile communication in Release 14 and Release 15 of their standards. The major features of NR include the capability to use mmW bands to achieve high data rates, enhanced network energy performance, forward compatibility, low latency, and beam-centric design to allow for massive number of antennas. The use of mmW frequencies has been specified for two operating modes: (i) non-standalone (NSA) mode (Release 14), and (ii) standalone (SA) mode (Release 15). In NSA mode, NR devices are dependent on conventional LTE for control signals such as initial access and mobility, whereas in SA mode, NR devices are capable of handling mmW for both the control signal and data transfer without relying on sub-6 GHz LTE. In addition, to support the frequencies ranging from sub- 1 GHz to mmW bands, NR features a flexible numerology where the orthogonal frequency division multiplexing (OFDM) subcarrier spacings from 15 KHz up to 240 KHz are used. Due to the propagation issues at mmW bands, joint use of lower bands ( $\sim 2 \mathrm{GHz}$ ) and mmW bands is expected to be most effective to provide coverage and rate requirements in 5G networks [2].

### 1.3 Relays

Traditionally, cellular coverage has been improved by the deployment of more base stations. However, this approach has increasingly becomes infeasible due to high costs, energy and environmental constraints and other problems [14], [25]. To alleviate these problems, wireless relays may be deployed which can be ordinary user devices or dedicated nodes. Use of relays has been established as an effective method to increase the coverage, throughput and reliability in the sub- 6 GHz wireless networks in which small scale fading is a major channel impairment [26]-[28]. On the other hand, in mmW networks, which are limited by blockage, relays can be deployed to establish a dominant LOS or NLOS path to the receiver and are vital to improve the coverage and rate [20]. In addition, with the increase in length of communication link, probability of the link being blocked is increased. By deploying the relays, longer links can be divided into shorter ones, thereby reducing the
blockage probability and improving overall received signal to noise ratio (SNR). Relays are already the part of LTE-A [29] and IEEE 802.11ad [24].

### 1.4 Non-orthogonal Multiple Access

Non-orthogonal multiple access (NOMA) refers to the use of same resource block, such as a subcarrier, a time-slot, or a spreading code, to serve multiple users within a network. For example, in power domain NOMA, a source transmits multiple signals to multiple receivers in the same time and frequency slot with distinct power levels. This enables each receiver to decode its own signal using successive interference cancellation (SIC). NOMA is particularly suitable when the users have distinct channel gains, and the users are ranked based on their channel condition: best user (strongest channel) to weakest user (poorest channel). Since the power is allocated to different users based on their data rate (or QoS) requirements, the time and frequency resources are more efficiently used to improve the system spectral efficiency compared to that of orthogonal transmission schemes where the entire time-frequency resources are dedicated to a single user regardless of its required QoS. Therefore, NOMA is included in the LTE-A standard [29], and is a strong candidate for 5G NR future releases [30]. Cooperative NOMA combines cooperative communication with NOMA where a user with strong channel condition, after decoding weaker users' messages, forwards the messages to the weaker users to improve their rates [31].

### 1.5 Motivation and Problem Statements

As mentioned before, the mmW bands offer potential opportunities to alleviate the spectrum crunch and to meet the wireless traffic growth in 5G and beyond networks. However, ubiquitous coverage is a major challenge for mmW links, which must be addressed before they can be widely deployed in outdoor and cellular networks. Early trials have achieved data rates of up to 4.5 Gbps over a 1.2 km distance [32], and mmW propagation measurements indicate achievable coverage over distances up to 200 meters even in dense city environments [19]. However, coverage over longer distances is essential, and wireless relaying has shown improvement in coverage, rate and diversity in sub-6 GHz wireless networks [26], [33]. Due to these benefits, relays are already a part of LTE-A system [29]. Compared to sub-6 GHz networks, mmW networks have more ability to deploy
relays because they are not limited by interference under less-dense deployment scenarios. Moreover, substantial coverage improvements have been reported [20]. Despite that initial work, mmW relays have not been studied extensively. Therefore, the major goal of this research is to analyze and evaluate the coverage and rate performance of several mmW relaying techniques in the context of 5G and beyond networks. The specific research problems investigated in this thesis are discussed below.

P1: Decode-and-Forward ( $D F$ ) Relaying in mmW Networks: The mmW propagation is fundamentally different from that of sub- 6 GHz bands due to directivity, path loss, blockages, and the disparity of LOS and NLOS parameters. Therefore, performance analyses [28], [33]-[41] and many similar sub-6 GHz contributions on relaying do not directly apply to mmW links. Moreover, these works do not consider random placement of relays (spatial randomness) and the distance-dependent path loss which is correlated with the node locations. Although works [42], [43] consider spatially random locations of the relays, mmW features are not treated. Performance evaluation of mmW AF spatial random relay nodes in [44] does not consider the effects of small-scale fading. In summary, a comprehensive analysis of mmW DF networks with various relay selection algorithms and considering the spatial randomness of relay nodes and small-scale fading has been lacking in the literature. Therefore, it is critical to investigate the coverage and rate improvements in mmW networks achieved by deploying DF relays.

P2: Multi-hop DF Relaying in mmW Networks: Multi-hop relays improve the outage and bit error performance in sub-6 GHz bands [45]-[47]. However, the study of multi-hop mmW relaying is not extensive, and although the existing works are limited to the upper layers (MAC and network layers) [48]-[54], they demonstrate the significantly improved connectivity, coverage, and rates. However, physical layer performance analysis of multi-hop mmW relays is limited to [55], which investigates a multi-hop AF relay network in terms of bit error probability (BEP). However, it does not include NLOS scenarios, which are common in mmW links [3], [22], and does not consider common performance measures such as coverage probability and ergodic capacity. More importantly, [55] is not applicable for DF relays. Therefore,
comprehensive performance analysis of DF multi-hop relaying considering mmW specific impairments is imperative.

P3: Two-way Amplify-and-Forward (AF) Relaying in mmW Networks: The problem with one-way relays is that two end users require four time slots to complete a bidirectional data exchange, which however is possible in just two time slots via a two-way relay; consequently, two-way relaying potentially doubles spectral efficiency. The performance of two-way relays has been analyzed extensively for conventional sub6 GHz bands where small scale fading is the major channel impairment [28], [33][35]. However, as per P1, the existing works are not directly applicable to mmW links. The reason is that in mmW networks, even the nodes nearby the transmitter may not achieve sufficient SNR (coverage) if they are blocked by the obstacles and they do not have LOS links to the transmitter. Therefore, taking such effects into consideration, it is important to quantify the benefits of two-way relays in mmW networks.

P4: Cooperative NOMA in mmW Networks: Use of NOMA improves overall sub-6 GHz network capacity [56], [57]. However, mmW NOMA has received research attention only recently and is a promising research direction [58]. As mentioned before, oneway relays improve the coverage and rate in blockage prone mmW networks [59], [60], but at the expense of spectral efficiency. Therefore, relays can be combined with mmW NOMA, which is termed cooperative mmW NOMA, with the goal of reducing the number of time slots required in the relay channels. This cooperative NOMA will improve spectral efficiency and coverage simultaneously, and thus has been studied extensively for sub-6 GHz bands [61], [62]. However, cooperative NOMA for mmW bands has remained absent so far, thus the coverage and rate analysis is necessary.

### 1.6 Outline of the Thesis and Major Contributions

The rest of the thesis aims at addressing problems $\mathbf{P 1}-\mathbf{P 4}$ stated in Section 1.5. The necessary theoretical background for the thesis are reviewed in Chapter 2. Chapters 3-6 present the comprehensive analysis of problems $\mathbf{P 1}-\mathbf{P 4}$, respectively. Finally, Chapter 7 provides a brief conclusion and future research problems. The major contributions of Chapters $3-6$
are summarized below.

- In Chapter 3, P1 is addressed where the coverage probability improvement due to the deployment of spatially random DF relays is analyzed using tools from stochastic geometry. To this end, all the fundamental features of mmW communication such as blockage, path loss, and directional gains are considered and the coverage for three cases: (i) direct link (without relay), (ii) best relay selection, and (iii) randomly picked relay are analyzed. First, the distribution of the decoding set of relays is derived and from this set a relay with the minimum path loss to the destination is selected as the best relay. The analysis is extended to study the effect of beam alignment errors, power splitting at source and relay, rate coverage probability, and spectral efficiency. The relay selection significantly improves the statistics of the destination SNR compared to that achieved with a direct link and a randomly picked relay.
- To address P2, Chapter 4 analyzes the coverage probability, symbol error rate (SER), and ergodic capacity of a mmW multi-hop DF relay network. To this end, both the LOS and NLOS link states are incorporated in the analysis and two scenarios are considered: (i) sparse deployment of nodes where the relays and destination are limited by additive noise, and (ii) dense deployment of nodes where the relays and destination are limited by co-channel interference. In case (i), closed form expression of the SNR distribution is derived and it is used to obtain the coverage probability, ergodic capacity, and SER for three classes of digital modulation schemes, namely, BPSK, differential BPSK (DBPSK), and square M-QAM. In case (ii), signal-to-interferenceratio (SIR) distributions are derived for two cases: (a) interference powers are independent and identically distributed (i.i.d.) and (b) they are independent but not identically distributed (i.n.i.d.). While the per-hop SNR in (a) follows beta-prime distribution, the closed-form analysis is highly complicated in (b). So the WelchSatterthwaite Approximation for the sum of Gamma variables is used to derive the distribution of the total interference. Then the performance metrics same as in case (i) are derived. The derived results show that multi-hop relaying provides significant coverage improvement in blockage-prone mmW networks. The effect of the block-
age object density on coverage probability is also investigated and shown that it can be compensated by increasing the number of hops.
- In Chapter 55, P3 is addressed where the potential benefits of deploying two-way AF relays to assist bidirectional data exchange between two end users in a mmW network is studied. The presented analysis accounts for the random locations of the potential relays which exchange the data for two fixed users. A relay that maximizes the minimum of two users' end-to-end SNR is selected for which coverage probability is derived. The results show that the selected relay provides significantly higher coverage probability and spectral efficiency compared to a randomly picked relay. Coverage is also shown to improve with the increase in density of the relay deployment.
- Chapter6 6addresses P4 where a cooperative NOMA in mmW network is investigated in terms of achievable coverage and rate via stochastic geometry tools. The network consists of a source, a set of randomly located active users which act as potential relays, and a destination which lacks direct coverage from the source. While the transmission from source to relay uses NOMA scheme, selected relay to destination transmission occurs in orthogonal mode. To this end, the decoding set consists of a set of relays that meet certain rate threshold, and a relay is selected from this set based on (i) closest to source and (ii) closest to destination criteria. Compared to orthogonal multiple access (OMA) relaying, NOMA relay selection schemes show higher coverage. Random relay selection was also analyzed but it preformed worse off compared to OMA, which signifies the importance of appropriate relay selection.


## Chapter 2

## Background

This chapter presents the relevant mathematical backgrounds and concepts. Since the wireless channel model is critical to the analysis, in Section 2.1. mmW channel models are discussed first. Then, brief discussions of mmW directional beamforming, beam alignment error modeling, and blockage modeling are provided. Section 2.2 presents wireless relay types, their signal models and SNR models. Section 2.3 discusses stochastic modeling of node locations in wireless networks. Finally, in Section 2.4, principle of NOMA is discussed using a two-user case as an example.

### 2.1 Key Aspects of Millimeter Communications

In the following, some key features and impairments of mmW channels and their common modeling techniques for performance analysis are outlined.

### 2.1.1 MmW Channel Modeling

Channel measurements at mmW frequencies in outdoor environments show that received signal is the sum of a small number of dominant multipaths [22]. Assuming $N_{\mathrm{T}}$ and $N_{\mathrm{R}}$ be the number of antennas at transmitter and receiver, respectively, equivalent channel matrix H can be written as [63]

$$
\begin{equation*}
\mathbf{H}=\sqrt{\frac{N_{\mathrm{T}} N_{\mathrm{R}}}{L_{l}}} \sum_{k=1}^{K} h_{k} \mathbf{a}_{\mathrm{T}}\left(\theta_{\mathrm{T}, k}\right) \mathbf{a}_{\mathrm{R}}^{H}\left(\theta_{\mathrm{R}, k}\right), \tag{2.1}
\end{equation*}
$$

where $L_{l}$ is the path loss between the transmitter and the receiver (2.4), $K$ is the total number of multipath components, $h_{k}$ is the small-scale fading of the $k$-th path, $\theta_{\mathrm{T}, k}$ and
$\theta_{\mathrm{R}, k}$ denote the angle of departure $(\mathrm{AoD})$ at the transmitter and angle of arrival (AoA) at the receiver, respectively, for the $k$-th path. The vectors $\mathbf{a}_{\mathrm{T}}\left(\theta_{\mathrm{T}, k}\right)$ and $\mathbf{a}_{\mathrm{R}}\left(\theta_{\mathrm{R}, k}\right)$ are the array response vectors at the transmitter and receiver, respectively, and the superscript $H$ in $\mathbf{a}_{\mathrm{R}}^{H}$ denotes the conjugate transpose operation. When a uniform linear array with $N$ number of antennas and an inter-antenna spacing of $q$ is used, where $N \in\left\{N_{\mathrm{T}}, N_{\mathrm{R}}\right\}$, the array response in the direction $\theta \in\left\{\theta_{\mathrm{T}, k}, \theta_{R, k}\right\}$ can be written as

$$
\begin{equation*}
\mathbf{a}(\theta)=\frac{1}{\sqrt{N}}\left[1, e^{j(2 \pi / \lambda) q \sin (\theta)}, e^{j 2(2 \pi / \lambda) q \sin (\theta)}, \cdots, e^{j(N-1)(2 \pi / \lambda) q \sin (\theta)}\right]^{\mathrm{T}} . \tag{2.2}
\end{equation*}
$$

where $\lambda$ is the wavelength and $T$ denotes transpose. The channel model in (2.1) can be simplified to a single path model where, instead of adding multiple paths, only one dominant path is assumed to exist. This approximation is widely used in mmW works that analyze the network performance using stochastic geometry [3], [64], [65]. In [65], simulations show that similar key insights can be obtained on achievable rates using single path approximations and using three paths. The single path approximation can be written as

$$
\begin{equation*}
\mathbf{H}=\sqrt{\frac{N_{T} N_{R}}{L_{l}}} h \mathbf{a}_{T}\left(\theta_{T}\right) \mathbf{a}_{R}^{H}\left(\theta_{R}\right) \tag{2.3}
\end{equation*}
$$

where $h$ is the small scaling fading coefficient in the dominant path. The modeling for $L_{l}$, $h$, and the array response are provided in the subsequent sections.

### 2.1.2 Path Loss Modeling

Path loss refers to the attenuation of signal power when it travels along a distance from the transmitter [66]. It consists of a combined effect of (i) distance dependent loss which is monotonically decreasing function of distance, and (ii) the signal variation that occurs in a relatively shorter distance of few tens of wavelengths (known as shadow fading or shadowing). While the distance dependent loss is due to the decreasing density of electromagnetic field strength when it propagates away in the three dimensional space, shadowing loss is caused by the blocking obstacles in the environment which absorb the transmitted power. The combined effect is also known as large scale propagation loss or local mean attenuation [66].

The large-scale propagation loss or path loss is generally modeled by applying a linear
fit to the path loss data from propagation measurements. The variation due to the shadowing component follows a log-normal distribution (normal distribution on a $\log$ or dB scale). This thesis uses the model in [67], which incorporates log-normal shadowing and freespace path loss. Consequently, the total path loss (in dB ) between two points $a, b \in \mathbb{R}^{2}$ is given by

$$
\begin{equation*}
L_{l}(a, b)=\beta+10 \alpha_{l} \log _{10}\|a-b\|+\mathcal{X}_{l}, \tag{2.4}
\end{equation*}
$$

where $\|a-b\|$ denotes the distance between points $a$ and $b, \mathcal{X}_{l} \sim \mathcal{N}\left(0, \sigma_{l}^{2}\right)$ is the shadowing component and models the deviation in fitting the measured data, and $l \in\{\mathrm{~L}, \mathrm{~N}\}$ indicates the LOS and NLOS link states that dictate the choice of path loss exponent $\alpha_{l}$ and shadowing variance $\sigma_{l}^{2}$, and $\beta=20 \log _{10}\left(\frac{4 \pi f}{c}\right)$ represents path loss at a reference distance of 1 meter where $f$ and $c$ are frequency and speed of light.

### 2.1.3 Small-scale Fading

Small-scale fading refers to the rapid variation in the received signal power when the transmitter and/or receiver moves a small distance (in the order of signal wavelength). Thus, constructive or destructive interference occurs among multipath signals with different phases impinging on the receiver. Therefore, small-scale fading is dictated by the signal propagation mechanisms and the paths taken by the signal while traveling from the transmitter to the receiver. In mmW communication, these mechanisms are distinct in LOS and NLOS cases making significant differences in received signal power. For example, in an LOS link, the total received power is dominated by the signal from direct path, and reflection and scattering component is a negligible contribution to the received power. This is due to the losses associated with these propagation mechanisms in NLOS paths. Therefore, the degree of small-scale fading is small in LOS links. However, in NLOS links, the total received power is due to distinct multiple NLOS paths with different phases. Thus, large variations of total received power are possible. As a result, the degree or severity of fading is different in LOS and NLOS cases [22]. Therefore, any small scale fading model for mmW channels must include these variations.

To this end, small-scale fading effects are modeled by the Nakagami-m distribution and this thesis considers different fading parameters $m_{l}, \in\left[\frac{1}{2}, \infty\right)$ where $l=\{L, N\}$ is used to denote LOS and NLOS links, respectively [3], [68]. If the small-scale fading coefficient
is $h_{l}, l \in\{L, N\}$, then its probability density function (PDF) is given by

$$
\begin{equation*}
f_{h_{l}}(x)=\frac{2 m_{l}^{m_{l}}}{\Omega^{m_{l}} \Gamma\left(m_{l}\right)} x^{2 m_{l}-1} \exp \left(\frac{-m_{l} x^{2}}{\Omega}\right), x>0 \tag{2.5}
\end{equation*}
$$

where $\Omega$ is the mean square value of $h_{l}$, and $\Gamma(z)=\int_{0}^{\infty} x^{z-1} e^{-x} d x$ is the gamma function. Then, the fading power gain $\left|h_{l}\right|^{2}$ follows a Gamma distribution, which for the normalized power is given by

$$
\begin{equation*}
f_{\left|h_{l}\right|^{2}}(x)=\frac{m_{l}^{m_{l}}}{\Gamma\left(m_{l}\right)} x^{m_{l}-1} \exp \left(-m_{l} x\right), x>0 . \tag{2.6}
\end{equation*}
$$

For further analysis, $m_{L}, m_{N} \in\{1,2,3, \ldots\}$ and larger $m_{L}$ values model LOS links where the fading variation is low, and smaller $m_{N}$ values are used to realize bigger variability in NLOS links [3].

### 2.1.4 Directional Beamforming Modeling



Figure 2.1: A sectoral antenna model [3].
Electronically steerable directional antenna arrays are assumed for the transmitter and receiver. Since these arrays form beamforming patterns to compensate for the high path loss [11], beamforming parameters must be included in the performance analysis. While the true directional gain function (2.2) of an antenna array consists of a main lobe, multiple side lobes and back lobes, use of the exact pattern will incur high analytical complexity. Therefore, the directional gain is approximated using a simple sectored antenna model (Fig. 2.1. In this model, the gain is a function of azimuth angle $\theta_{\mathrm{T}}$ and is constant $G_{\max }$ when $\theta_{T}$ is within the half power beamwidth $(\phi)$, and otherwise is constant $G_{\min }$ in all other directions [64]. For an AoD of $\theta_{\mathrm{T}}$ at the transmitter, assuming corresponding beamforming
vector $\mathbf{w}_{n}$ is used for signal transmission, the effective beamforming gain at the transmitter can be written as follows:

$$
G_{\mathrm{T}}\left(\theta_{\mathrm{T}}\right)=\left|\mathbf{a}_{\mathrm{T}}^{*}\left(\theta_{\mathrm{T}}\right) \mathbf{w}_{n}\right|^{2}= \begin{cases}G_{\max } & \text { if }\left|\theta_{\mathrm{T}}\right| \leq \frac{\phi}{2}  \tag{2.7}\\ G_{\min } & \text { otherwise }\end{cases}
$$

where $\mathbf{a}_{\mathrm{T}}^{*}\left(\theta_{\mathrm{T}}\right)$ is written from (2.2) and the subscripts T are used to denote the transmitter and $*$ denotes the complex conjugate operation. The gain at the receiver can be written similarly using $G_{R}\left(\theta_{\mathrm{R}}\right)=\left|\mathbf{a}_{R}^{*}\left(\theta_{\mathrm{R}}\right) \mathbf{v}_{n}\right|^{2}$, where $\mathbf{v}_{n}$ is the receive combining vector. The beamforming and combining vectors $\mathbf{w}_{n}$ and $\mathbf{v}_{n}$ are assumed to be known at the transmitter and receiver [65].

The effective antenna gain $G_{\text {eq }}$ of a link will be the product of gains of transmit and receive antennas, i.e., for perfect beam alignment $G_{\text {eq }}=G_{\text {max }}^{2}$, assuming identical main lobe gains $\left(G_{\max }\right)$ at the transmitter and receiver. The typical values for $G_{\max }$ and $G_{\min }$ can be 18 dBi and -10 dBi , respectively [4].

## Beam Alignment Error Modeling

In sub-6 GHz bands, due to the use of omni-directional antennas, beamforming is generally not essential. The reason is that the link gain is independent of the directional orientation of the transmitter and receiver. On the other hand, in mmW bands, transmitter and receiver beams must be aligned; that is, the main lobes must accurately point to each other. However, perfect beam alignment may not be possible due to channel estimation errors and node mobility. This means, the overall end-to-end antenna gain $G_{\text {eq }}$ can be $G_{\max }^{2}, G_{\max } G_{\min }$, or $G_{\text {min }}^{2}$.

In this thesis, first a perfect beam alignment is considered between the communicating nodes with $G_{\text {eq }}=G_{\max }^{2}$ in the desired link. Then, to study the effect of beam misalignment, analytical method in [68] is utilized. According to this method, the beam alignment error of a link is a zero-mean Gaussian random variable (r.v.) $\varepsilon \sim \mathcal{N}\left(0, \sigma_{\mathrm{E}}^{2}\right)$ with variance $\sigma_{\mathrm{E}}^{2}$. Then the absolute value $|\varepsilon|$ follows a half normal distribution, and the cumulative distribution function (CDF) is $F_{|\varepsilon|}(x)=\operatorname{erf}\left(x /\left(\sqrt{2} \sigma_{\mathrm{E}}\right)\right)$ where $\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \mathrm{e}^{-t^{2}} d t$ is the Gauss
error function. With this, the PDF of the effective antenna gain $G_{\text {eq }}$ becomes

$$
\begin{align*}
f_{G_{\mathrm{eq}}}(g)= & F_{|\varepsilon|}\left(\frac{\phi}{2}\right)^{2} \delta_{\left(g-G_{\max }^{2}\right)}+2 F_{|\varepsilon|}\left(\frac{\phi}{2}\right)\left(1-F_{|\varepsilon|}\left(\frac{\phi}{2}\right)\right) \delta_{\left(g-G_{\max } G_{\min }\right)} \\
& +\left(1-F_{|\varepsilon|}\left(\frac{\phi}{2}\right)\right)^{2} \delta_{\left(g-G_{\min }^{2}\right)}, \tag{2.8}
\end{align*}
$$

where $\delta_{(\cdot)}$ is the Kronecker delta function defined as $\delta_{(i-j)}=1$ for $i=j$, and zero otherwise. With this PDF (2.8), coverage performance with beam alignment error can be evaluated by averaging the conditional coverage probability.

### 2.1.5 Blockage Modeling

Blockage is defined as a condition where a mmW link between two communicating nodes is obstructed by some objects, such as buildings and vehicles, which are present in the propagation environment. While it is not a severe problem in sub- 6 GHz communication, mmW links exhibit a very high path loss when blocked. This is because, in mmW links, path loss is significantly higher for NLOS path compared to an LOS case [67]. Therefore, including a blockage parameter that distinguishes LOS and NLOS cases in the performance analysis is crucial [69].


Figure 2.2: Random shape theory model for blockages where the irregular LOS region to a typical user is approximated by a ball in the fixed LOS ball model [4]].


Figure 2.3: LOS probability 2.9) for different blockage densities with $\mathbb{E}[L]=\mathbb{E}[W]=15 \mathrm{~m}$.
Since the obstacles in propagation environment (buildings, vehicles, humans, trees, utility poles and other objects) do not follow a fixed geometry either due to their orientation or due to their mobility, probabilistic modeling of these objects becomes necessary. Therefore, the authors in [69] have proposed a geometry based stochastic model using the concept of random shape theory to model the objects and corresponding blockage probability. Specifically, they assume blockage objects to be rectangles with the centers distributed as a homogeneous Poisson point process (PPP) and their size (length and width) are selected from certain probability distribution and their orientation angles are uniformly distributed in $(0,2 \pi]$. With this, it has been shown that a link of length $d$ has the following LOS and NLOS probabilities:

$$
\begin{align*}
& \mathbb{P}[\mathrm{LOS}]=p_{L}(d)=e^{-\beta d}  \tag{2.9}\\
& \mathbb{P}[\mathrm{NLOS}]=p_{N}(d)=1-e^{-\beta d} \tag{2.10}
\end{align*}
$$

where $\beta=\frac{2 \eta_{b}(\mathbb{E}[L]+\mathbb{E}[W])}{\pi}$ is the blockage parameter in which $\eta_{b}$ is the blockage density (i.e., the number of blockage obstacles or buildings per unit area), and $\mathbb{E}[L]$ and $\mathbb{E}[W]$ respectively, are the average length and width of the objects [69]. Their model provides
an accurate approximation to the real deployment scenario if the blockage parameter $\beta$ is chosen to match the size and density of blockage obstacles in the environment. Since the exponential decay model above leads to rather intractable analysis of received signal to interference plus noise ratio (SINR) statistics, some approximations are proposed in [3], [68] using a fixed LOS ball (FLB) model, where a node in an area within a fixed radius from the transmitter is in LOS state with a fixed probability (Fig. 2.2). In this thesis, both the FLB and the exponential decay models are utilized to meet the suitability of analytical complexity.

### 2.2 Relays

The two most common modes of relay operation are: i) Amplify and forward (AF) and ii) Decode and forward (DF) modes. In AF mode, a relay simply amplifies the signal from the source and retransmits it to the destination. In contrast, a DF relay decodes the source signal completely, makes the decision on the received bits, and re-encodes the bits before retransmitting to the receiver. The signal model for AF and DF relay operation is summarized below. In the first time slot, the source transmits its signal $x_{s}$, with power $P_{s}$. Letting $d_{s, r}$ and $h_{s, r}$ be the distance and fading amplitude, respectively, of source to relay link, received signal at a relay (AF or DF) can be written as

$$
\begin{equation*}
y_{r}=\sqrt{P_{s}} d_{s, r}^{-\alpha / 2} h_{s, r} x_{s}+n_{r}, \tag{2.11}
\end{equation*}
$$

where $\alpha$ is the path loss exponent and $n_{r}$ is the additive noise at the relay. In the next time slot, AF relay retransmits the amplified version of $y_{r}$ and DF relay decodes $x_{s}$ from $y_{r}$ and retransmits the decoded signal $\hat{x}_{s}$. Then, the received signals at the destination $(d)$ through AF and DF relaying can be written as

$$
\begin{align*}
& y_{d}^{\mathrm{AF}}=\mathcal{A} d_{r, d}^{-\alpha / 2} h_{r, d} y_{r}+n_{d} \\
& y_{d}^{\mathrm{DF}}=\sqrt{P_{r}} d_{r, d}^{-\alpha / 2} h_{r, d} \hat{x}_{s}+n_{d}, \tag{2.12}
\end{align*}
$$

where $\mathcal{A}=\sqrt{\frac{P_{r}}{P_{s} d_{s, r}^{-\alpha}\left|h_{s, r}\right|^{2}+N_{0}}}$ is the amplification gain of AF relay, $P_{r}$ is the transmit power at the relay, $N_{0}$ is the power of $n_{r}$, and $n_{d}$ is the additive noise at the receiver.

It is clear from expression of $\mathcal{A}$ that an AF relay reverts the effects of path loss, fading and additive noise on received signal. Considering equal power of $N_{0}$ for $n_{r}$ and $n_{d}$, and substituting $\frac{P_{s}\left|h_{s, r}\right|^{2}}{d_{s, r}^{\alpha} N_{0}}=\gamma_{1}$ and $\frac{P_{r}\left|h_{r, d}\right|^{2}}{d_{r, d}^{\alpha} N_{0}}=\gamma_{2}$, equivalent end-to-end SNR due to AF and DF relaying are given by [26], [70]

$$
\begin{align*}
\gamma_{\mathrm{eq}}^{\mathrm{AF}} & =\frac{\gamma_{1} \gamma_{2}}{\gamma_{1}+\gamma_{2}+1} \\
\gamma_{\mathrm{eq}}^{\mathrm{DF}} & =\min \left\{\gamma_{1}, \gamma_{2}\right\}, \tag{2.13}
\end{align*}
$$

where $\gamma_{1}$ and $\gamma_{2}$ are defined as the SNRs in the source-relay and relay-receiver links, respectively. From the equivalent SNRs in (2.13), outage probability, which is the event that end-to-end SNR drops below a predefined threshold, can be easily computed. It is found that outage probability due to AF relaying is lower bounded by the outage probability of DF relaying [70].

Relays can be further classified based on the number of time-slots required to complete an end-to-end bidirectional data exchange as: i) One-way relaying and ii) Two-way relaying, which are discussed below.

### 2.2.1 One-way Relaying



Figure 2.4: A basic one way relay operation.
An one-way relay is unidirectional and operates in half duplex mode. That is, use of this relay requires a total of four time-slots to complete a data exchange between two nodes, i.e., it requires 4 orthogonal time-slots each for link (Node1-Relay, Relay-Node2, Node2-Relay, and Relay-Node1, see Fig. 2.4). The same data exchange would require two orthogonal time-slots if done without using relays and, as a result, the spectral efficiency is halved due to relaying. This efficiency loss can be prevented completely if two-way relays are used.

### 2.2.2 Two-way Relaying



Figure 2.5: A basic two way relay operation.
In two-way relaying, bi-directional data exchange between two nodes (Node 1 and Node 2) requires only two orthogonal time-slots. This is because both the nodes can transmit their signals (say $x_{1}$ and $x_{2}$ ) to the relay in the first time-slot, and the relay broadcasts $x_{1}+x_{2}$ the second time-slot (Fig. 2.5). Therefore, it potentially doubles the spectral efficiency compared to the one-way relaying, or maintains the same spectral efficiency as that of a direct link [71]. The equivalent end-to-end SNRs at Node 1 and Node 2 for a two-way AF relaying system are given by [33, eq.2]

$$
\begin{align*}
\gamma_{\mathrm{eq}}^{\text {Node } 1} & =\frac{P Q\left|h_{1} h_{2}\right|^{2}}{1+(P+Q)\left|h_{1}\right|^{2}+P\left|h_{2}\right|^{2}} \\
\gamma_{\mathrm{eq}}^{\text {Node } 2} & =\frac{P Q\left|h_{1} h_{2}\right|^{2}}{1+P\left|h_{1}\right|^{2}+(P+Q)\left|h_{2}\right|^{2}} \tag{2.14}
\end{align*}
$$

where $P$ and $Q$ denote the transmit power of end nodes and relay, respectively, and $h_{1}$ and $h_{2}$ are the fading coefficients of Node 1 to Relay and Relay to Node 2 links, respectively.

### 2.2.3 Multi-hop Relaying

Multi-hop relaying uses one or more intermediate nodes to forward the data from transmitter to the receiver. The idea is to break the direct long link into shorter links, thereby reducing the blockage probability in each hop. With a dense deployment of relays, most nodes can be fairly close to one or more relays. This proximity will reduce path loss and blockages, the major challenges in mmW networks, thereby providing higher data rates, coverage and reliability [52]. Multi-hop relays also operate in either AF or DF modes and their outage probability is defined as the probability that end-to-end $\operatorname{SNR}\left(\gamma_{\text {eq }}\right)$ is below a
predefined threshold $\gamma_{\text {th }}$. Mathematically, [37]

$$
\begin{equation*}
P_{\mathrm{out}}=\mathbb{P}\left[\gamma_{\mathrm{eq}} \leq \gamma_{\mathrm{th}}\right]=\int_{0}^{\gamma_{\mathrm{th}}} f_{\gamma_{\mathrm{eq}}}(\gamma) d \gamma=F_{\gamma_{\mathrm{eq}}}\left(\gamma_{\mathrm{th}}\right) \tag{2.15}
\end{equation*}
$$

where $f_{\gamma_{\text {eq }}}(x)$ and $F_{\gamma_{\text {eq }}}(x)$ respectively are the PDF and CDF of $\gamma_{\text {eq }}$. For AF mode, the expression of $P_{\text {out }}$ for a $N$-hop system can be further simplified as follows [72]

$$
\begin{align*}
P_{\mathrm{out}}^{\mathrm{AF}} & =\mathbb{P}\left[\gamma_{\mathrm{eq}}<\gamma_{\mathrm{th}}\right] \\
& =\mathbb{P}\left[\left[\prod_{n=1}^{N}\left(1+\frac{1}{\gamma_{n}}\right)-1\right]^{-1}<\gamma_{\mathrm{th}}\right] \\
& =\mathbb{P}\left[\left[\prod_{n=1}^{N}\left(1+\frac{1}{\gamma_{n}}\right)-1\right]>\frac{1}{\gamma_{\mathrm{th}}}\right] \\
& =\mathbb{P}\left[\left[\prod_{n=1}^{N}\left(1+\frac{1}{\gamma_{n}}\right)\right]>\frac{1}{\gamma_{\mathrm{th}}}+1\right] \\
& =\mathbb{P}\left[\bar{\gamma}>\frac{1}{\gamma_{\mathrm{th}}}+1\right], \tag{2.16}
\end{align*}
$$

where $\bar{\gamma}=\prod_{n=1}^{N}\left(1+\frac{1}{\gamma_{n}}\right)$ and $\gamma_{n}$ is the per-hop SNR. For DF mode, the outage decisions are made on a per hop basis, and the overall system outage is dominated by the weakest link. Consequently, the outage probability of $N$-hop DF relaying is given by [46]

$$
\begin{equation*}
P_{\mathrm{out}}^{\mathrm{DF}}=\mathbb{P}\left[\min \left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{N}\right)<\gamma_{\mathrm{th}}\right] . \tag{2.17}
\end{equation*}
$$

### 2.3 Stochastic Geometry in Wireless Networks

In conventional networks with well planned cellular layouts, such as grid-based or hexagonal cells, signal-to-interference plus noise ratio (SINR) can be analyzed for a fixed user with small number of interfering stations by considering worst-case user location, such as cell edge. However, if shadowing and/or fading are considered, then SINR becomes random and the statistics of SINR are required to compute average rate and outage probability. Monte Carlo simulations could be performed in such cases but these are site specific and do not provide the flexibility in the network analysis [73]. This complication is increased further in modern networks, where network capacity is increased by deploying a
variety of small cells such as micro, pico and femto cells, and locations of the base stations no longer follow a fixed pattern due to deployment constraints and site acquisition issues. User locations are also not fixed due to mobility. Therefore, highly idealized grid-based models are highly inaccurate in these heterogeneous deployments with varying heights and transmission powers of base stations and varying user density [73].

In such networks, stochastic geometry can be used effectively to study the average network behavior over many spatial realizations where the nodes (base stations and users) are placed according to some probability distribution [74]. Stochastic geometry is a branch of applied probability theory which allows the study of random phenomena on the plane or in higher dimensions by using the theory of point processes which deals with a random collection of points in space [75]. A brief overview of points processes that are commonly used in modeling cellular and wireless networks is given below.

1. Binomial point process (BPP): BPP is a basic process where a fixed number of nodes $n$ are identically and independently distributed on a bounded set $W \subset \mathbb{R}^{d}$ [76]. More formally, it is defined as a point process $\Phi=\left\{z_{1}, \ldots, z_{n}\right\}$ in a bounded set $W \subset \mathbb{R}^{d}$ with the total number of nodes in $B \subset W$ being a binomial random variable, i.e.,

$$
\begin{equation*}
P(\Phi(B)=k)=\binom{n}{k} p^{k}(1-p)^{n-k}, \quad k=0, \ldots, n \tag{2.18}
\end{equation*}
$$

where $n$ is the total number of nodes in $W$, and $p=\frac{v_{d}(B)}{v_{d}(W)}$ with $v_{d}(\cdot)$ being a volume measure (e.g., $d=1$ means length, and $d=2$ means area). BPP is also obtained by conditioning a homogeneous PPP on the number of nodes, i.e., for $\Phi(W)=n$.
2. Poisson point process (PPP): A point process $\Phi=\left\{z_{1}, z_{2}, z_{3}, \cdots\right\} \in \mathbb{R}^{d}$ is a PPP of intensity measure $\lambda(z)$ if it follows the following two fundamental properties [75]:
(a) Poisson distribution of point counts: the number of points $\Phi(B)$ in a bounded set $B$ is a Poisson random variable with mean $\Lambda(B)=\int_{B} \lambda(z) d z$, i.e.,

$$
\mathbb{P}(\Phi(B)=k)=\frac{(\Lambda(B))^{k}}{k!} \mathrm{e}^{-\Lambda(B)}, k=0,1,2, \cdots
$$

(b) Independence of point counts: the number of points in any disjoint sets are


Figure 2.6: A realization of a homogeneous PPP with $\lambda=10^{-4}$ on $[0,1000]^{2}$ area. independent random variables.

A homogeneous PPP has a constant intensity measure $\lambda(z)$, i.e., $\lambda(z)=\lambda$. This means the density of the point process is independent of the spatial location (Fig. 2.6). Otherwise, in an inhomogeneous PPP, the intensity of the points is location dependent (Fig. 2.7). PPP has been widely used to model the location of base stations and users because it enables tractable computation of coverage probability and rate [3], [73]. The tractability of the PPP is because of the independence of base station locations, allowing substantial tools to be used from stochastic geometry [74]. Although base stations are not independently deployed in practice, the results from PPP analysis can be generalized to more practical deployments where base stations are placed after a minimum distance to reduce interference to/from neighboring base station. The user locations can be modeled similarly using a PPP with a different density.
3. Cluster Process: A cluster process consists of a parent point process and around each point in the parent process are the daughter point processes. The union of daughter point processes forms the cluster process [76]. Let $\Phi_{p}=\left\{z_{1}, z_{2}, \ldots z_{n}\right\}$


Figure 2.7: A realization of an inhomogeneous PPP with a density function $\lambda(x, y)=$ $(1+\cos (x)) e^{-\frac{y}{5}}$ on $[0,20]^{2}$. As the function indicates, the point density is periodic along $x$ and decreases along $y$.
be a parent point process with $n \in \mathbb{N}$ number of points in it. Each parent point $z_{i}, i \in n$, has a corresponding daughter process $\left(\Phi_{i}\right)$. The cluster process $\Phi$ can then be written as $\Phi \triangleq \bigcup_{i=1}^{n} \Phi_{i}+z_{i}$. If the parents form a uniform PPP of intensity $\lambda_{p}$ and the daughter points in each cluster are random in number, independent of each other and identically distributed, then the point process is known as Neyman-Scott process [76]. This process can be further divided in two types: (i) Thomas cluster process (TCP) and (ii) Matern cluster process (MCP). In TCP, the daughter points are normally scattered with variance $\sigma^{2}$ around each parent point and its intensity is $\lambda=\lambda_{p} \bar{c}$ where $\bar{c}$ is the mean number of daughter points. In MCP, the daughter points are uniformly scattered on the ball of radius $r$ centered at each point and its intensity is also $\lambda=\lambda_{p} \bar{c}$ where $\bar{c}$ is the mean number of daughter points. Both the TCP and MCP are doubly Poisson point processes, i.e., their parent and daughter processes both follow the PPP.
4. Hard core point process (HCPP) [76]: In a hard core point process, points are dependent and are required to maintain at least a predefined minimum distance between
them. Based on their generation method, HCPP can be of two types: (i) Matern hard-core process of type I (MHCPP-I) and (ii) Matern hard-core process of type II (MHCPP-II). While MHCPP-I can be generated from a homogeneous PPP $\Phi$ with intensity $\lambda$ by removing all the points that have a neighbor within a predefined distance $r$, MHCPP-II is formed by assigning each point in $\Phi$ an independent random variable, uniformly distributed on $[0,1]$ and then removing all points that have a neighbor within a distance $r$ that has a smaller mark. HCPP is suitable to model the base station locations, since in practice, two base stations are not placed very close to each other.

### 2.3.1 Properties of the PPP

PPP possesses a number of special properties which allow mathematical tractability to analyze the network performance. The major properties of the PPP are briefly discussed below [75]-[77], and some of these are used in this thesis.

1. Superposition Theorem: Given a countable collection of independent PPPs $\Phi_{1}, \Phi_{2}, \ldots \Phi_{N}$ in $\mathbb{R}^{d}$ with intensity measures $\lambda_{1}, \lambda_{2}, \ldots \lambda_{N}$, respectively, their superposition is another $\operatorname{PPP} \Phi=\bigcup_{n=1}^{N} \Phi_{n}$ with a mean measure $\lambda=\sum_{n=1}^{N} \lambda_{n}$.
2. Independent Thinning: Thinning is an operation of removing certain points from a point process based on a certain probabilistic rule. When the points are removed independent of all other points, the process is called the independent thinning. This property can be stated formally as: Let $\Phi$ be a PPP on $\mathbb{R}^{d}$ with intensity function $\lambda(z)$ and $f: \mathbb{R}^{d} \rightarrow[0,1]$ be a thinning function. If $f$ is applied to $\Phi$ such that it deletes each point $z$ with probability $1-f(z)$, independently of all other points, it generates an inhomogeneous PPP $\hat{\Phi}$ with intensity function $\hat{\lambda}(z)=\lambda(z) f(z)$.
3. Mapping Theorem: It states that if a PPP $\Phi$ in one state space $\mathbb{R}^{d}$ is mapped into another space $\mathbb{R}^{s}$, the transformed random points again form a PPP with a different intensity measure. It can be formally defined as: Let $\Phi$ be a PPP with a mean measure $\Lambda$ on $\mathbb{R}^{d}$, and let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{s}$ be a measurable function such that $\Lambda\left(f^{-1}\{z\}\right)=0, \forall z \in \mathbb{R}^{s}$. Assume that $\mu(B)=\Lambda\left(f^{-1}\{B\}\right)$ satisfies $\mu(B)<\infty$
for all bounded $B$. Then, $f(\Phi) \triangleq \bigcup_{x \in \Phi}\{f(x)\}$ is a PPP with intensity measure $\mu=\int_{f^{-1}(B)} \lambda(x) d x$ for all bounded $B \subset \mathbb{R}^{s}$.
4. Slivnyak's Theorem: The basic concept of Slivnyak's theorem (or Slivnyak-Mecke theorem) is that conditioning on a point at $z$ of a PPP $\Phi$ does not change the properties of $\Phi$. That is, for a PPP $\Phi$, any new point can be added or removed from it without affecting the distributions or properties of $\Phi$. Mathematically, it is given by

$$
\begin{equation*}
\mathbb{P}_{z}^{!} \equiv \mathbb{P} \tag{2.19}
\end{equation*}
$$

where $\mathbb{P}_{z}^{!}$is the reduced palm distribution of $\Phi$ at $z$ (conditional distribution defined by excluding $z$ from $\Phi$ ) and $\mathbb{P}$ is the Palm distribution at $z$ (conditional distribution of $\Phi$ given that a point $z$ belongs to $\Phi$ ).
5. Campbell's Theorem: This theorem is useful to obtain the expectation of a sum over a point process. Let $\Phi$ be a PPP on $\mathbb{R}^{d}$ with intensity function $\lambda(z)$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ be a measurable function. The sum $S=\sum_{z \in \Phi} f(z)$ is a random variable having a mean

$$
\begin{equation*}
\mathbb{E}[S]=\int_{\mathbb{R}^{d}} f(z) \lambda(z) d z \tag{2.20}
\end{equation*}
$$

6. Probability Generating Functional (PFGL): PGFL is used to compute the expectation of a product over a PPP. Let $\Phi$ be a PPP on $\mathbb{R}^{d}$ with intensity function $\lambda(z)$ and $f: \mathbb{R}^{d} \rightarrow[0,1]$ be a measurable function. Then the product $G(f)=\prod_{z \in \Phi} f(z)$ is a random variable with a mean

$$
\begin{equation*}
\mathbb{E}[G(f)]=\exp \left(\int_{\mathbb{R}^{d}}(1-f(z)) \lambda(z) d z\right) \tag{2.21}
\end{equation*}
$$

### 2.4 Non-Orthogonal Multiple Access (NOMA)

The key concept of power domain NOMA is to assign more power to the user with poorer channel condition. For simplicity, the case of two user NOMA is described here (Fig. 2.8). Let $s_{1}$ and $s_{2}$ be the transmit symbols intended for user 1 and user 2, respectively. Also, let $h_{i}, i \in\{1,2\}$ be the two user channels and assume $\left|h_{1}\right|>\left|h_{2}\right|$. Then the base station


Figure 2.8: Two user downlink NOMA using power domain multiplexing.
transmits the superimposed message signal $x=\alpha_{1} s_{1}+\alpha_{2} s_{2}$ for user 1 and user 2 using the power coefficients of $\alpha_{i}, i \in\{1,2\}$. As mentioned before, since $\left|h_{1}\right|>\left|h_{2}\right|$, let $\alpha_{2}>\alpha_{1}$ where $\alpha_{1}^{2}+\alpha_{2}^{2}=1$. Now the received signals $y_{1}$ and $y_{2}$ at user 1 and user 2 , respectively, are given by

$$
\begin{align*}
& y_{1}=\left(\alpha_{1} s_{1}+\alpha_{2} s_{2}\right) h_{1}+w_{1}  \tag{2.22}\\
& y_{2}=\left(\alpha_{1} s_{1}+\alpha_{2} s_{2}\right) h_{2}+w_{2} \tag{2.23}
\end{align*}
$$

where $w_{1}$ and $w_{2}$ are the additive white Gaussian noises at user 1 and user 2, respectively. Now, user 2 can decode $s_{2}$ directly by treating $s_{1}$ component as interference, with the SINR of $\frac{\alpha_{2}^{2}\left|h_{2}\right|^{2}}{\alpha_{1}^{2}\left|h_{2}\right|^{2}+\frac{1}{\gamma}}$, where $\gamma$ is the transmit SNR (ratio of the transmit power and receiver noise). This will result in an achievable rate of $\log _{2}\left(1+\frac{\alpha_{2}^{2}\left|h_{2}\right|^{2}}{\alpha_{1}^{2}\left|h_{2}\right|^{2}+\frac{1}{\gamma}}\right) \mathrm{bps} / \mathrm{Hz}$ at user 2. However, user 1 cannot decode its signal directly and needs to decode user 2's message $s_{2}$ first and then perform SIC to remove $s_{2}$ and then decode its own message $s_{1}$. In this case, the SINR at user 1 to decode $s_{2}$ is equal to $\frac{\alpha_{2}^{2}\left|h_{1}\right|^{2}}{\alpha_{1}^{2}\left|h_{1}\right|^{2}+\frac{1}{\gamma}}$. After successfully decoding $s_{2}$, user 1 removes it from $y_{1}$ and decodes it's own message with the SNR of $\gamma \alpha_{1}^{2}\left|h_{1}\right|^{2}$ and the resulting data rate at user 1 becomes $\log _{2}\left(1+\gamma \alpha_{1}^{2}\left|h_{1}\right|^{2}\right)$.

## Chapter 3

## Coverage Analysis of Millimeter Wave Decode-and-Forward Networks With Best Relay Selection

This chapter 1 analyzes and quantifies the performance improvements of a mmW link due to the deployment of spatially random DF relays. All potential relay nodes are distributed as a two dimensional (2D) homogeneous PPP. The set of potential relay nodes whose received SNRs are above a minimum SNR threshold is called the decoding set. This set forms an inhomogeneous PPP and the spatial density of it is derived. From the decoding set, a relay is selected that provides maximum average received power at the destination and the achievable coverage is derived due to this selection. The analysis is developed using tools from stochastic geometry and is verified using Monte-Carlo simulation. The effects of beam misalignment and different power allocations at the source and relay on coverage probability are also analyzed. Finally, a direct link without relaying, a randomly chosen relay link, and a link with proposed relay selection are compared in terms of coverage probability, rate coverage and spectral efficiency. Impressive performance gains achievable with relay selection are demonstrated.

### 3.1 Introduction and Motivation

As mentioned in Chapter 2, the use of mmW bands is constrained by several propagation challenges, but the payback is the abundance of spectrum with potential 5 G applications.

[^1]For these reason, the performance of mmW networks has been investiaged extensively [3], [4], [64], [68], [79], [80]. For example, the work in [3] develops a general framework to analyze coverage and data rate. It considers blockages, directional antenna gains, mmW channel models, random locations of base stations and users, and their association probabilities to LOS or NLOS base stations. A tractable fixed ball LOS model which considers mmW links for user access in lognormal shadowed channels is derived in [64]. Using empirical path loss models, this model derives both coverage and rate distribution. By exploiting the coverage analysis in [3], the work in [4] develops a comprehensive analysis of mmW cellular networks. Further, the work in [68] analyzes heterogeneous downlink coverage with multiple tiers of mmW cells, and also includes sub-6 GHz macro cells. In [79], signal-to-interference distribution is derived to study the rate performance of one-way and two-way ad-hoc networks by considering directional antennas, random blockages, and random channel access; surprisingly, the significant ability of NLOS links to mitigate outages is demonstrated.

## Previous work on sub-6 GHz relays

Relay deployment improves coverage, throughput and reliability [28]. Performance analyses of relay networks have been extensive, and a few is briefly mentioned here. Based on analysis of outage probability and channel capacity, it is demonstrated that maximum SNR relay selection provides a full diversity order [37]. Reference [38] provides a unified analysis of two-hop AF relaying, with an exact CDF, a PDF and a moment generating function (MGF) of the received SNR. The work in [39] considers one source, one destination, and multiple relays. The relays whose end-to-end SNR are above a threshold are selected to help, to exploit the diversity. In [41], a cognitive multi-hop DF relay network with channel estimation errors is analyzed. Reference [40] considers multiple source-destination pairs, and each pair is assigned a fixed relay. Joint optimal bandwidth and power allocation are developed, with a target at sum rate maximization.

## Previous work on mmW relays

Relaying may provide seamless coverage to NLOS regions such as the areas blocked by buildings and may also extend indoor coverage to outdoors [20]. Reference [81] provides the first multi-hop medium access control protocol for 60 GHz mmW relaying by utiliz-
ing the diffracted signals to overcome outages when the direct source-destination link is blocked. Optimal placement of dual-hop relays to overcome blockages and rain attenuation is proposed in [82]. Highly dense mmW AF relays have been investigated to improve coverage [44]. The coverage probability is derived by considering spatially random relays, effect of blockage, and log-normal shadowing. Coverage of device-to-device mmW relaying is analyzed in [83]. Two-way relay selection also provides substantial coverage improvements [60].

## Previous work on spatial randomness of relays in $\mathbf{m m W}$ and sub-6 GHz bands

A great deal of previous research on relays going back to several decades has focused on fixed network topologies, where the locations of users and relay nodes are fixed. However, this focus has shifted to random configurations in recent years [76]. The reason is that due to the massive growth of mobile networks, deployment constraints, and user mobility, it is clear that the locations of most nodes are not fixed, but random. Thus, for added realism, the locations of relay nodes can be modeled via one of the point processes described in Section 2.3. However, the wireless literature has widely used the homogeneous PPP because of its analytical tractability [73]. That is also the choice made in this thesis.

For sub- 6 GHz relay networks, the locations of nodes as PPPs have been widely modeled [42], [43], [84]-[87]. For instance, in [42], using tools from stochastic geometry, outage performance is analyzed for a DF relay network. This work has been extended to DF cognitive relay networks in [84]. In [85], coverage probability is analyzed for AF relays, where the locations of the relays form a homogeneous PPP. The achievable transmission capacity of relay-assisted device-to-device links has been analyzed in [86]. Simulation results for DF relaying in a cellular network are presented in [87], where the base stations, relays, and user nodes are distributed as PPPs. For mmW bands, on the other hand, the effect of spatial randomness of relays has also been studied, albeit not so widely. For example, AF relays for one-way [44], [83] and two-way [60] relaying significantly improve coverage probability and spectral efficiency. However, the effect of small-scale fading is not considered in the analysis [44], [60], [83].

### 3.1.1 Problem Statement and Contributions

A comprehensive analysis of mmW DF networks with best relay selection ${ }^{2}$ and taking into consideration the spatial randomness of relay nodes and small-scale fading is useful. Specifically, the following engineering questions are of interest. What is the impact of small-scale fading? What role does the spatial randomness of relay nodes play? What are the coverage and rate improvements possible with relay selection? What is the impact of beam-alignment errors? Both analysis and computational results will be explored to answer these questions.

The major contributions of this chapter are as follows:

- To model mmW small-scale fading, Nakagami- $m$ fading with different $m$ values are used represent LOS and NLOS cases [3]. Blockages from obstacles such as buildings in urban areas are also incorporated. The blockage model derived in [69] is adopted, which uses random shape theory and randomly drawn blockage parameters. The locations of the mmW DF relays are modeled as a homogeneous PPP in the $\mathbb{R}^{2}$ plane with the constant spatial density of $\lambda>0$ nodes per unit area.
- To analyze the best relay selection, the spatial distribution of the decoding set of relays that meet the decoding SNR threshold is derived first. The locations of the relays in the decoding set form an inhomogeneous PPP whose spatial density $\hat{\lambda}(x)$ is non-uniform over $x \in \mathbb{R}^{2}$. This set is then partitioned into LOS and NLOS subsets and the distributions of the distance from destination to the nearest relay in these subsets are derived. By using these distributions, the association probabilities of the destination to the LOS and NLOS sets are derived.
- To quantify the performance of best relay selection, coverage probability is derived and compared against that of the direct link (no relaying). Significant gains are demonstrated. The coverage probability with random relay selection is also derived. Again, the best relay selection significantly outperforms random selection.
- Finally, to study the impact of various deployment constraints, the impact of beam alignment errors and the effect of power allocation at source and relay is analyzed.

[^2]The rate coverage probability and the spectral efficiency are derived. All the theoretical derivations are validated by comparing them with extensive Monte Carlo simulations.

It is further emphasized that previous works, including [3], [4], [64], [68], [79], [80], have not considered relay deployments. Other works on mmW relaying [44], [60], [83] do not consider the effect of small-scale (multi-path) fading as they only include distancedependent path loss or lognormal shadowing. They also do not consider DF relays. Note that, multi-path components are not insignificant in NLOS scenarios [22], [79]. Therefore, different $m$ factors for LOS and NLOS cases will paint a more realistic picture [3].

The rest of the chapter is organized as follows. Section 3.2 presents the system model including SNR and network models. Section 3.3 provides the main analytical results, including coverage probability, the spatial density of the decoding set, and coverage of the direct link. Section 3.4 investigates the effect of beam misalignment errors, different power allocation at the source and the relay, rate coverage and spectral efficiency. Section 3.5 discusses the analytical and simulation results. Section 3.6 summarizes the contribution of this chapter and provides the conclusion.

### 3.2 System Model

This section introduces the system model including the network model and the SNR model.

### 3.2.1 Network Modeling

Consider a mmW wireless network with a source $(S)$, a destination $(D)$ and a set of relays which are distributed in $\mathbb{R}^{2}$-plane according to a homogeneous PPP of density $\lambda$ (Fig. 3.1). The fixed distance between $S$ and $D$ is denoted by $W . S$ can communicate with $D$ either directly or via a relay selected from the available set of relays. A typical relay is denoted by $R$. $S$ transmits with power $P_{S}$, and for simplicity, all potential relay nodes are assumed to have equal transmit power of $P_{R}$. The extension to unequal transmit powers of relays is straightforward and omitted. Without loss of generality, the destination $(D)$ is assumed to be located at the origin for the tractability of the analysis. In fact, any other location for the destination provides the same performance in a homogeneous PPP due to Slivnyak theorem [75].


Figure 3.1: Geometrical locations of $S, D$ and a typical relay ( $R$ ).
The PPP is denoted by $\Phi=\left\{x_{1}, x_{2}, x_{3}, \ldots\right\}$, where $x_{j} \in \mathbb{R}^{2}$ is the location of the $j$-th relay, $j \in\{1,2, \ldots, N\}$, and $N$ is a Poisson random variable with mean $\lambda \pi \mathcal{R}^{2}$. Without loss of accuracy, only the relay nodes inside the circular disc $\mathcal{S}$ of radius $\mathcal{R}$ are considered. The nodes outside $\mathcal{S}$ are ignored because of very high path loss and increased blockage probability associated with large distances. Therefore, $\mathcal{S}$ is essentially equivalent to entire $\mathbb{R}^{2}$ [60]. For notational convenience, $x$ rather than $x_{j}$ denotes the location of a typical relay node $(R)$, and $x$ is interchangeably used as a polar coordinate $(r, \theta)$. In this chapter, the exponential decay blockage model in Section 2.1.5, the directional beamforming model in (2.7), and the small scale fading discussed in Section 2.1.3 are used.

### 3.2.2 SNR Model

With the system model above, the instantaneous received SNR for a link of length $d$ is given by

$$
\begin{equation*}
\mathrm{SNR}=\frac{P \Psi\left|h_{l}\right|^{2}}{d^{\alpha_{l}} N_{0}} \tag{3.1}
\end{equation*}
$$

where $l \in\{L, N\}$ denote the LOS and NLOS conditions, respectively, $P \in\left\{P_{S}, P_{R}\right\}$ is the transmit power, $\Psi \triangleq G_{\mathrm{eq}}\left(\frac{c}{4 \pi f}\right)^{2}$ is a constant that includes the directional gain and reference path gain at a 1 m distance with $c$ being the speed of light and $f$ being the
operating frequency, $\left|h_{l}\right|^{2}$ is the gamma distributed fading power, $\alpha_{L}$ and $\alpha_{N}$ are the path loss exponents for LOS and NLOS links, respectively, and $N_{0}$ is the noise power.

### 3.3 Performance Analysis

In this section, the coverage probability is analyzed for three modes: (1) direct mode (i.e. no relaying), (2) best relay-selection mode and (3) random relay-selection mode. Beam misalignment errors, effect of source and relay power allocation factor, rate coverage and spectral efficiency will be analyzed in Section 3.4. To aid the analysis, the following two standard assumptions are made.

1. Only additive noise is considered at the relay and destination and co-channel interference is ignored. The noise-limited analysis is realistic for sparse deployment of nodes and high path loss with distance and the narrow mmW beams [19]. However, with dense deployment of nodes, this assumption no longer holds. The system in that case will be limited co-channel interference. An interference-limited case is treated in Chapter 4.
2. Channel state information is assumed to be available at $S, D$ and $R$ so the beam alignment to the desired direction is possible without the need for further beam training. For example, methods in [28] can be used to obtain fading information, and the methods in [63], [80], [88] can be used to acquire information on direction. Impacts of imperfect channel state information and timing overhead associated with initial beam training can be potential future research topics. Moreover, to reduce the overhead in practical systems, the search for potential relays can be restricted to few sectors aligned with the direction of the destination.

### 3.3.1 Direct Mode

When there is no blockage in the $S-D$ link, transmission can occur even without the help of a relay. The direct link can achieve the required SNR or data rate when the $S-D$ distance is short or when the $S-D$ link is not blocked. Using the direct link has the additional benefit of needing only one time slot, compared to the two time slots required in a relay link. Therefore, the analysis of the coverage probability of a direct link is also of great significance.

## Coverage Probability of Direct Link

This is defined as the probability that the received SNR exceeds a predefined threshold $\gamma_{\text {th }}$.
Lemma 1. The coverage probability of the direct link $(S-D)$ is given by

$$
\begin{equation*}
P_{\mathrm{cov}, S D}=p_{L}(W) P_{S D, L}\left(\gamma_{\mathrm{th}}\right)+p_{N}(W) P_{S D, N}\left(\gamma_{\mathrm{th}}\right), \tag{3.2}
\end{equation*}
$$

where $p_{L}(W)$ and $p_{N}(W)$, respectively, are the LOS and NLOS probabilities of the $S-D$ link given in 2.9) and (2.10), $P_{S D, L}\left(\gamma_{\mathrm{th}}\right)$ and $P_{S D, N}\left(\gamma_{\mathrm{th}}\right)$ are the conditional coverage probabilities given that the links are in LOS and NLOS conditions, respectively, and are expressed as

$$
\begin{equation*}
P_{S D, L}\left(\gamma_{\mathrm{th}}\right)=\sum_{n=1}^{m_{L}}(-1)^{n+1}\binom{m_{L}}{n} \exp \left(-n a_{L} W^{\alpha_{L}}\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{S D, N}\left(\gamma_{\mathrm{th}}\right)=\sum_{n=1}^{m_{N}}(-1)^{n+1}\binom{m_{N}}{n} \exp \left(-n a_{N} W^{\alpha_{N}}\right) \tag{3.4}
\end{equation*}
$$

where $a_{L}=\frac{\eta_{L} \gamma_{\mathrm{th}} N_{0}}{P_{S} \Psi}, a_{N}=\frac{\eta_{N} \gamma_{\mathrm{th}} N_{0}}{P_{S} \Psi}, \eta_{L}=m_{L}\left(m_{L}!\right)^{-\frac{1}{m_{L}}}$, and $\eta_{N}=m_{N}\left(m_{N}!\right)^{-\frac{1}{m_{N}}}$.
Proof. Equation (3.2) is obtained using the law of total probability, where $p_{L}(W)$ and $p_{N}(W)$ represent the LOS and NLOS probabilities for a link of distance $W$. Next the conditional coverage probability $P_{S D, L}\left(\gamma_{\text {th }}\right)$ is derived, which is the probability that SNR $_{S D, L}$ (SNR of the $S-D$ link when it is in LOS condition) is above the predefined threshold $\gamma_{\text {th }}$, as follows.

$$
\begin{align*}
P_{S D, L}\left(\gamma_{\mathrm{th}}\right) & =\mathbb{P}\left(\mathrm{SNR}_{S D, L}>\gamma_{\mathrm{th}}\right) \\
& =\mathbb{P}\left(\frac{P_{S} \Psi\left|h_{L}\right|^{2} W^{-\alpha_{L}}}{N_{0}}>\gamma_{\mathrm{th}}\right) \\
& =1-\mathbb{P}\left(\left|h_{L}\right|^{2}<\frac{\gamma_{\mathrm{th}} N_{0} W^{\alpha_{L}}}{P_{S} \Psi}\right) \\
& \stackrel{(a)}{\approx} 1-\left(1-\exp \left(-\frac{\eta_{L} \gamma_{\mathrm{th}} N_{0} W^{\alpha_{L}}}{P_{S} \Psi}\right)\right)^{m_{L}} \\
& =\sum_{n=1}^{m_{L}}(-1)^{n+1}\binom{m_{L}}{n} \exp \left(-n a_{L} W^{\alpha_{L}}\right) \tag{3.5}
\end{align*}
$$

where the approximation $(a)$ is used similar to that in [3] for the normalized gamma random
variable and the final step follows from the binomial expansion. Similarly, $P_{S D, N}\left(\gamma_{\text {th }}\right)$ can be derived as shown in (3.4).

Remark 1. Lemma 1 provides the coverage probability in terms of LOS and NLOS link coverages using the law of total probability.

### 3.3.2 Relay Selection

When a direct link is not possible due to excessive path loss or blockage, transmission must occur via a relay link. The DF relaying protocol is used and no decoding error is assumed to occur if the received SNR is greater than the threshold $\gamma_{\text {th }}$. A half duplex relaying operation is adopted, i.e., two time slots are used. During the first time slot, the source sends to the relays. For a candidate relay, it can successfully decode the source's message if its received SNR is above the threshold $\gamma_{\text {th }}$.

In fixed topology AF or DF networks, the optimal relay selection criterion is the maximization of end-to-end SNR [28] or the maximization of the minimum SNR of $S-R$ and $R-D$ links [37]. However, when the relay locations form a PPP, closed-form analysis of these criteria is intractable. Therefore, a tractable selection strategy is used with the following two stages:

- A set of relays is selected that can successfully decode the source's message.This is referred as the decoding set and denoted by $\hat{\Phi}$. This set is a subset of $\Phi$, i.e., the set of relays that can meet the required SNR threshold for decoding. Any node in $\hat{\Phi}$ can retransmit the successfully decoded message to the destination $D$. Since the relay's SNR in $S-R$ link highly depends on its distance from $S$ and whether the link is in the LOS or NLOS condition, the decoding set is not uniform in $\mathbb{R}^{2}$. The spatial distribution of the decoding set is critical to derive coverage probability. This distribution is derived below.
- Next, a relay is selected from the decoding set that has the best link to the destination, i.e., provides the maximum average received power at $D$ in $R-D$ link. Mathematically, the selected relay $\hat{R}$ can be written as

$$
\begin{equation*}
\hat{R}=\underset{j}{\arg \max } \bar{P}_{R, D}\left(x_{j}, D\right) \tag{3.6}
\end{equation*}
$$

where $\bar{P}_{R, D}\left(x_{j}, D\right)=P_{R} \Psi r^{-\alpha_{l}}, l \in\{L, N\}$ is the average received power at $D$ due to an arbitrary relay located at $x_{j}$. Note that this does not mean selecting the point in $\hat{\Phi}$ closest to $D$ due to the LOS and NLOS path loss differences. However, once the relays are divided according to LOS and NLOS sets in reference to $D$, only then the selected relay will be the nearest node in either LOS or NLOS set. The closest distance of the selected relay from $D$ is a random variable and its probability density will be derived using Lemma 2

The major reason for using the above-mentioned two-stage relay selection scheme is to facilitate the tractability of the analysis. This is because the analysis of existing relay selection strategies, such as presented in [27] and references therein, which maximize the instantaneous received SNR at $D$ require the path loss or distance information for each relay from $S$ and $D$ when randomly located relays are considered. The scheme used in this chapter avoids such necessity and still provides the average network performance by utilizing stochastic geometry tools for randomly located relay nodes. Moreover, this scheme decreases the signaling overhead needed for relay selection because the channel estimation in the $R-D$ link is required only for the decoding set of relays instead of the entire set.

## Distribution of Decoding Set of Relays

Mathematically, the decoding set can be defined as

$$
\begin{equation*}
\hat{\Phi}=\left\{x \in \Phi, \mathrm{SNR}_{s, x} \geq \gamma_{\mathrm{th}}\right\} \tag{3.7}
\end{equation*}
$$

where $s$ is the location of $S$, and $\mathrm{SNR}_{s, x}$ is the received SNR of the relay at point $x \in \Phi$. With this rule, a relay located at $x$ in the original point process $\Phi$ is included in $\hat{\Phi}$ if the received SNR at $x$ from $S$ is above the predefined threshold $\gamma_{\text {th }}$. Since $\operatorname{SNR}_{s, x}$ is a function of the distance from $x$ to $S$, the probability of inclusion in $\hat{\Phi}$ is also a function of $x$. Specifically, the nodes that are close to $S$ have higher probability of being in the decoding set. Also since $\mathrm{SNR}_{s, x}$ and $\mathrm{SNR}_{s, x^{\prime}}$ are independent for $x \neq x^{\prime}$, this selection process is an independent thinning of the original process $\Phi$. However, the thinning probability is not a constant but a function of $x$. Thus, $\hat{\Phi}$ is an inhomogeneous PPP for which the spatial density of nodes is location dependent. As such, the density of the resultant point process
can be written as [75]:

$$
\begin{equation*}
\hat{\lambda}(x)=\lambda \mathbb{P}\left(\mathrm{SNR}_{s, x} \geq \gamma_{\mathrm{th}}\right), \tag{3.8}
\end{equation*}
$$

where $\mathbb{P}(\cdot)$ means probability. The final expression for $\hat{\lambda}(x)$ is given by

$$
\begin{align*}
\hat{\lambda}(x)=\lambda & \left\{p_{L}(\rho(x)) \sum_{n=1}^{m_{L}}(-1)^{n+1}\binom{m_{L}}{n} \exp \left(-n a_{L}(\rho(x))^{\alpha_{L}}\right)\right. \\
& \left.+\left(1-p_{L}(\rho(x))\right) \sum_{n=1}^{m_{N}}(-1)^{n+1}\binom{m_{N}}{n} \exp \left(-n a_{N}(\rho(x))^{\alpha_{N}}\right)\right\} \tag{3.9}
\end{align*}
$$

where $\rho(x)$ is the distance from $S$ to an arbitrary relay $R$ located at $x$ and $p_{L}(\rho(x))$ is the LOS probability of $S-R$ link. Since the relays are considered to be distributed in a disc $\mathcal{S}$ of radius $\mathcal{R}$ centered at $D$ (origin), the average number of decoding relays can be obtained as

$$
\begin{equation*}
\hat{\Lambda}(\mathcal{S})=\int_{\mathcal{S}} \hat{\lambda}(x) d x=\int_{0}^{\mathcal{R}} \int_{0}^{2 \pi} \hat{\lambda}(r, \theta) r d \theta d r \tag{3.10}
\end{equation*}
$$

where $(r, \theta)$ represents the location $x$ in polar coordinate and in the rest of the chapter, $\hat{\lambda}(x)$ and $\hat{\lambda}(r, \theta)$ are used interchangeably. The analysis of coverage requires the distributions of the Euclidean distances from the relays to $S$ and $D$. Since the path loss is dependent on the distance, use of a polar coordinate to represent the location of a relay is the most convenient for analysis. Thus, the coordinate axis is set to be oriented along the line joining source and destination so that $\rho(x)=\|x-s\|=\sqrt{r^{2}-2 r W \cos \theta+W^{2}}=\rho(r, \theta)$. The final expression for $\hat{\Lambda}(\mathcal{S})$ is given by

$$
\begin{align*}
\hat{\Lambda}(\mathcal{S})= & \lambda\left\{\sum_{n=1}^{m_{L}}(-1)^{n+1}\binom{m_{L}}{n} \int_{r=0}^{\mathcal{R}} \int_{\theta=0}^{2 \pi} p_{L}(\rho(r, \theta)) \exp \left(-n a_{L}(\rho(r, \theta))^{\alpha_{L}}\right) r d \theta d r\right. \\
& \left.+\sum_{n=1}^{m_{N}}(-1)^{n+1}\binom{m_{N}}{n} \int_{r=0}^{\mathcal{R}} \int_{\theta=0}^{2 \pi}\left(1-p_{L}(\rho(r, \theta))\right) \exp \left(-n a_{N}(\rho(r, \theta))^{\alpha_{N}}\right) r d \theta d r\right\} . \tag{3.11}
\end{align*}
$$

A realization of all nodes, the decoding set, and the selected relay are depicted in Fig. 3.2. Since $\hat{\Phi}$ is an inhomogeneous PPP of density $\hat{\lambda}(x)$, it can be divided into two independent processes of densities $p_{L}(r) \hat{\lambda}(x)$ and $\left(1-p_{L}(r)\right) \hat{\lambda}(x)$ to represent the LOS and NLOS sets, respectively from $D$. The LOS and NLOS sets are denoted by $\hat{\Phi}_{L}$ and $\hat{\Phi}_{N}$,


Figure 3.2: One snapshot of relay locations with $S$ and $D$ as shown. The potential relays (dots) form a PPP. The decoding set is clustered around $S$. Its nodes form an inhomogeneous PPP. In the decoding set, the node with minimum path loss to $D$ is selected as the relay.
respectively.

## Coverage Probability With Relay Selection

Coverage is the probability that the received SNR at the destination $D$ from the selected relay is above the predefined threshold $\gamma_{\text {th }}$. Note that the same threshold $\gamma_{\text {th }}$ is used to determine the relays in the decoding set $\hat{\Phi}$ shown in eq. 3.7). The reason for this is that the equivalent end-to-end SNR of a DF relay is the minimum of two-hop SNRs [26], and setting the same threshold for both links ensures that this condition is satisfied. To derive the coverage probability with relay selection, selected relay needs to be determined first. It is the one with the smallest path loss at the destination in an $R-D$ link. This means the selected relay can only be either the nearest node in $\hat{\Phi}_{L}$ or the nearest one in $\hat{\Phi}_{N}$. To derive the coverage probability, the knowledge of whether a relay from $\hat{\Phi}_{L}$ or $\hat{\Phi}_{N}$ is selected is needed, and for that, the distribution of distance of the nearest relays in $\hat{\Phi}_{L}$ and $\hat{\Phi}_{N}$ from destination are required.

Lemma 2. The complimentary cumulative distribution function (CCDF) of $r_{L}$, which is
the distance from the destination to the nearest LOS relay, is given by

$$
\begin{equation*}
\bar{F}_{r_{L}}(z)=\exp \left(-\int_{r=0}^{z} \int_{\theta=0}^{2 \pi} p_{L}(r) \hat{\lambda}(x) r d \theta d r\right), z>0 \tag{3.12}
\end{equation*}
$$

Proof. The distribution of the distance between the nearest LOS relay from the destination $D$ (at origin) can be derived by utilizing the probability that no LOS relays are in $\mathcal{B}(0, z)$, where $\mathcal{B}(0, z)$ is the ball centered at $D$ and with radius $z$. This is called the void probability for a PPP, and can be written as [75]

$$
\begin{align*}
\bar{F}_{r_{L}}(z) & =\mathbb{P}\left(r_{L}>z\right) \\
& =\mathbb{P}\{\text { no LOS relays in } \mathcal{B}(0, z)\} \\
& =\exp \left(-\Lambda_{L}([0, z))\right) \tag{3.13}
\end{align*}
$$

where $\Lambda_{L}([0, z))$ is the mean number of LOS relays in $\mathcal{B}(0, z)$, which can be derived as

$$
\begin{equation*}
\Lambda_{L}([0, z))=\int_{r=0}^{z} \int_{\theta=0}^{2 \pi} p_{L}(r) \hat{\lambda}(x) r d \theta d r \tag{3.14}
\end{equation*}
$$

Substituting (3.14) in (3.13), the distribution in (3.12) is obtained.
Remark 2. Lemma 2 provides an intermediate result to derive the probability density function (PDF) of the distance of the nearest LOS relay from the destination.

Now, because PDF is the negative derivative of the $\operatorname{CCDF}, f_{r_{L}}(z)$ is given by

$$
\begin{equation*}
f_{r_{L}}(z)=z p_{L}(z) \hat{\lambda}(z, \theta) e^{-\int_{r=0}^{z} \int_{\theta=0}^{2 \pi} p_{L}(r) \hat{\lambda}(x) r d \theta d r} . \tag{3.15}
\end{equation*}
$$

Similarly, the CCDF of $r_{N}$, which is the distance from the destination to the nearest NLOS relay, can be derived as

$$
\begin{equation*}
\bar{F}_{r_{N}}(z)=\exp \left(-\int_{r=0}^{z} \int_{\theta=0}^{2 \pi}\left(1-p_{L}(r)\right) \hat{\lambda}(x) r d \theta d r\right) \tag{3.16}
\end{equation*}
$$

and the corresponding PDF as

$$
\begin{equation*}
f_{r_{N}}(z)=z\left(1-p_{L}(z)\right) \hat{\lambda}(z, \theta) e^{-\int_{r=0}^{z} \int_{\theta=0}^{2 \pi}\left(1-p_{L}(r)\right) \hat{\lambda}(x) r d \theta d r} . \tag{3.17}
\end{equation*}
$$

By using these distributions of the distance from the destination to the nearest LOS and NLOS relays, the probability $A_{L}$ that an LOS relay will be selected to serve is derived next. The selection is based on maximizing the average received power from the candidate relay node or equivalently minimizing the path loss of $R-D$ link.

Lemma 3. The probability that an LOS relay is selected is given by

$$
\begin{equation*}
A_{L}=\int_{0}^{\infty} \bar{F}_{r_{N}}\left(z^{\frac{\alpha_{L}}{\alpha_{N}}}\right) f_{r_{L}}(z) d z \tag{3.18}
\end{equation*}
$$

where $\bar{F}_{r_{N}}(z)$ is given in (3.16).

Proof. The nearest LOS relay is selected if it provides higher average received power than that from the nearest NLOS relay, i.e.,

$$
\begin{align*}
A_{L} & \triangleq \mathbb{P}\left(P_{R} \Psi r_{L}^{-\alpha_{L}}>P_{R} \Psi r_{N}^{-\alpha_{N}}\right) \\
& =\mathbb{P}\left(r_{N}>r_{L}^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)}\right) \\
& =\int_{0}^{\infty} \mathbb{P}\left(\left.r_{N}>r_{L}^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)} \right\rvert\, r_{L}=z\right) f_{r_{L}}(z) d z \\
& =\int_{0}^{\infty} \bar{F}_{r_{N}}\left(z^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)}\right) f_{r_{L}}(z) d z, \tag{3.19}
\end{align*}
$$

where $\bar{F}_{r_{N}}(z)$ is given in (3.16).

Remark 3. Lemma 3 gives the probability that the destination is associated to an LOS or NLOS relay, and is also used to derive the distribution of the distance of a selected relay from the destination in Lemma 4 This probability is similar to the base station association probabilities in multi-tier and heterogeneous cellular networks [68], but with inhomogeneous PPP distributed base stations. The integral can be computed numerically using mathematical software such as MATLAB.

The probability that an NLOS relay will be used to serve, $A_{N}$, is given by

$$
\begin{equation*}
A_{N}=1-A_{L} \tag{3.20}
\end{equation*}
$$

Lemma 4. Given that an LOS relay is selected to serve, the PDF of its distance from the destination is

$$
\begin{equation*}
g_{r_{L}}(z)=\frac{f_{r_{L}}(z)}{A_{L}} \exp \left(-\int_{r=0}^{z^{\frac{\alpha_{L}}{\alpha_{N}}}} \int_{\theta=0}^{2 \pi}\left(1-p_{L}(r)\right) \hat{\lambda}(x) r d \theta d r\right) . \tag{3.21}
\end{equation*}
$$

Given that an NLOS relay is selected to serve, the PDF of its distance from the destination is

$$
\begin{equation*}
g_{r_{N}}(z)=\frac{f_{r_{N}}(z)}{A_{N}} \exp \left(-\int_{r=0}^{z^{\frac{\alpha_{N}}{\alpha_{L}}}} \int_{\theta=0}^{2 \pi} p_{L}(r) \hat{\lambda}(x) r d \theta d r\right) \tag{3.22}
\end{equation*}
$$

Proof. The proof is given in Appendix A. 1 .
Lemma 4 enables the computation of coverage probability in the following theorem.
Theorem 1. The overall coverage probability at the destination using the selected relay is given by

$$
\begin{equation*}
P_{\mathrm{cov}, S R D}=A_{L} P_{R, L}\left(\gamma_{\mathrm{th}}\right)+A_{N} P_{R, N}\left(\gamma_{\mathrm{th}}\right), \tag{3.23}
\end{equation*}
$$

where $P_{R, l}\left(\gamma_{\text {th }}\right), l \in\{L, N\}$ is the conditional coverage probability given that a relay from $\hat{\Phi}_{l}, l \in\{L, N\}$ is selected, which is given by

$$
\begin{equation*}
P_{R, L}\left(\gamma_{\text {th }}\right) \approx \sum_{k=1}^{m_{L}}(-1)^{k+1}\binom{m_{L}}{k} \int_{\theta=0}^{2 \pi} \int_{z=0}^{\infty} e^{-k b_{L} z^{\alpha} L_{L}} g_{r_{L}}(z) z d z d \theta \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{R, N}\left(\gamma_{\text {th }}\right) \approx \sum_{k=1}^{m_{N}}(-1)^{k+1}\binom{m_{N}}{k} \int_{\theta=0}^{2 \pi} \int_{z=0}^{\infty} e^{-k b_{N} z^{\alpha_{N}}} g_{r_{N}}(z) z d z d \theta \tag{3.25}
\end{equation*}
$$

where $b_{L}=\frac{\eta_{L} \gamma_{\mathrm{th}} N_{0}}{P_{R} \Psi}$, and $b_{N}=\frac{\eta_{N} \gamma_{\mathrm{th}} N_{0}}{P_{\mathrm{R}} \Psi}$.
Proof. Here, the conditional coverage probability is derived when a relay from LOS relays is selected, i.e., the relay from $\hat{\Phi}_{L}$ closest to the destination is selected. Thus, coverage can
be written as

$$
\begin{aligned}
P_{R, L}\left(\gamma_{\mathrm{th}}\right) & =\mathbb{P}\left(\frac{P_{R} \Psi\left|h_{L}\right|^{2} r_{L}^{-\alpha_{L}}}{N_{0}}>\gamma_{\mathrm{th}}\right) \\
& =1-\mathbb{P}\left(\left|h_{L}\right|^{2}<\frac{\gamma_{\mathrm{th}} N_{0} r_{L}^{\alpha_{L}}}{P_{R} \Psi}\right) .
\end{aligned}
$$

Now, using a similar approximation to that in (3.5), the following can be obtained:

$$
\begin{align*}
P_{R, L}\left(\gamma_{\mathrm{th}}\right) & \approx \mathbb{E}_{\hat{\Phi}_{L}}\left[\sum_{k=1}^{m_{L}}(-1)^{k+1}\binom{m_{L}}{k} e^{-k b_{L} r_{L}^{\alpha_{L}}}\right] \\
& =\sum_{k=1}^{m_{L}}(-1)^{k+1}\binom{m_{L}}{k} \int_{\theta=0}^{2 \pi} \int_{z=0}^{\infty} e^{-k b_{L} z^{\alpha_{L}}} g_{r_{L}}(z) z d z d \theta \tag{3.26}
\end{align*}
$$

where $\mathbb{E}_{\hat{\Phi}_{L}}[\cdot]$ means expectation over $\hat{\Phi}_{L}$. Following same steps, the expression for $P_{R, N}\left(\gamma_{\text {th }}\right)$ in (3.25) can be derived.

The integrals in (3.24) and (3.25) can be numerically evaluated using mathematical software such as MATLAB.

### 3.3.3 Coverage Probability With Random Relay Selection

The aforementioned best relay selection strategy requires the directional and channel state information either at an end-node or at a central controller to perform the relay selection. Moreover, accurate directional estimation and channel estimation needs multiple time-slots and pilot signals, and the signaling and time overhead increase with an increasing number of nodes [28], [63], [80], [88]. For example, in sub-6 GHz networks, an optimal relay selection strategy that maximizes the minimum end-to-end received SNR for a single sourcedestination pair with multiple relays has a complexity that is quadratic in the number of relays [89]. Similarly, a suboptimal relay selection scheme in [28] for a single sourcedestination pair has a linear complexity in the number of users. However, the complexity of relay selection scheme used in this chapter depends both on the number of relays as well as on the initial access scheme used to establish directional links [80]. For instance, when a codebook consisting of a predefined or adaptive directional vectors is used to find the best path for a given link, extensive channel training requiring multiple time slots can be avoided [63], [88]. Therefore, these overheads required for initial access can significantly
impact the performance and should be taken into account in evaluating the complexity of relay selection in mmW networks.

Therefore, it may be worthwhile to consider lower-complexity alternatives. Perhaps the simplest option is to randomly pick relay in the proximity to both $S$ and $D$. To do this, only the position information of the nodes is required, which can be readily obtained [90], and pick a relay at random from available nodes that reside in between $S$ and $D$. This offers a trade-off between complexity and performance, because such a relay might perform poorly as it can be in NLOS from $S$ or $D$ with high probability. Intuitively, picking a relay in between $S$ and $D$ makes $S-R$ and $R-D$ links shorter and results in smaller path loss in each link. Of course, it is not possible to locate a node exactly on the straight line joining $S$ and $D$. Therefore, a relay is selected from within a circle centered at the midpoint of $S$ and $D$ and having radius $\mathcal{L}$. Note that this circle is smaller than entire $\mathcal{S}$ (Fig. 3.1) and the coverage is zero if there is no nodes inside the circle. Now, the coverage probability at the destination with such a selection can be written as

$$
\begin{equation*}
P_{\mathrm{cov}, \mathrm{rand}}=P_{\mathrm{rand}, S R} \times P_{\mathrm{rand}, R D}, \tag{3.27}
\end{equation*}
$$

where $P_{\text {rand }, S R}=\mathbb{P}\left(\mathrm{SNR}_{S R} \geq \gamma_{\text {th }}\right)$ and $P_{\text {rand }, R D}=\mathbb{P}\left(\mathrm{SNR}_{R D} \geq \gamma_{\text {th }}\right)$ respectively are the CCDFs of individual link SNRs (i.e., coverage probabilities in $S-R$ and $R-D$ links). The expression for $P_{\mathrm{rand}, S R}$ is given by

$$
\begin{align*}
P_{\mathrm{rand}, S R}= & \sum_{n=1}^{m_{L}}(-1)^{n+1}\binom{m_{L}}{n} \frac{1}{2 \pi} \int_{\theta=0}^{2 \pi} \int_{\zeta=0}^{\mathcal{L}} \zeta e^{-\beta \rho_{1}} e^{-n a_{L} \rho_{1}^{\alpha}} f_{\zeta}(\zeta) d \zeta d \omega \\
& +\sum_{n=1}^{m_{N}}(-1)^{n+1}\binom{m_{N}}{n} \frac{1}{2 \pi} \int_{\theta=0}^{2 \pi} \int_{\zeta=0}^{\mathcal{L}} \zeta\left(1-e^{-\beta \rho_{1}}\right) e^{-n a_{N} \rho_{1}^{\alpha_{N}}} f_{\zeta}(\zeta) d \zeta d \omega \tag{3.28}
\end{align*}
$$

where $\rho_{1}=\sqrt{\zeta^{2}+(W / 2)^{2}-\zeta W \cos \omega}$ is the distance of a randomly selected relay from $S$, in which $\zeta$ is the distance of this relay from the midpoint of $S$ and $D$ and $\omega$ is its angular location with reference to the midpoint of $S$ and $D$. The expressions of $a_{L}$ and $a_{N}$ are given in Lemma 1 , and $f_{\zeta}(\zeta)$ is the PDF of the distance of a randomly picked relay from
the midpoint of the $S-D$ link and is given by

$$
\begin{equation*}
f_{\zeta}(\zeta)=\frac{2 \zeta}{\mathcal{L}^{2}}, \quad 0<\zeta<\mathcal{L} \tag{3.29}
\end{equation*}
$$

The derivation of (3.28) follows that of (3.3) and is omitted. The coverage probability of the $R-D$ link, $P_{\text {rand }, R D}$ can be written similar to (3.28), with $\rho_{1}$ replaced by $\rho_{2}$, where $\rho_{2}=\sqrt{\zeta^{2}+(W / 2)^{2}+\zeta W \cos \omega}$ is the distance of the randomly picked relay from the destination, and $a_{L}$ and $a_{N}$ replaced by $b_{L}$ and $b_{N}$, respectively, which are given in Theorem 1. In the simulations, unless otherwise stated, $\mathcal{L}=W / 2$ is used, i.e., a relay is picked from inside a circle centered at midpoint of $S$ and $D$ with diameter $W$.

### 3.4 Some Extensions

### 3.4.1 Coverage Probability With Beam Alignment Errors

Up until now, perfect beam alignment is assumed, and thus coverage probabilities (3.2) and (3.23) are derived without considering beam alignment errors. Next, the effect of beam alignment errors on coverage probability is investigated.

The analytical method discussed in Section 2.1.4 is used here. For an $S-D, S-R$, or $R-D$ link, let $\varepsilon$ denote the beam alignment error, which follows a Gaussian distribution with zero mean and variance $\sigma^{2}$. Thus, CDF of $|\varepsilon|$ (absolute value of the error) is expressed as $F_{|\varepsilon|}(x)=\operatorname{erf}(x /(\sqrt{2} \sigma))$, where $\operatorname{erf}(\cdot)$ is the Gaussian error function. Denote PDF of the effective antenna gain $G_{\text {eq }, S D}, G_{\text {eq }, S R}$ and $G_{\text {eq }, R D}$ for the $S-D, S-R$ and $R-D$ links as $f_{G_{\mathrm{eq}, S D}}(y), f_{G_{\mathrm{eq}, S R}}(y)$ and $f_{G_{\mathrm{eq}, R D}}(y)$, respectively. Thus, $f_{G_{\mathrm{eq}, S D}}(y), f_{G_{\mathrm{eq}, S R}}(y)$ and $f_{G_{\text {eq }, R D}}(y)$ all have the expression same as (2.8).

## Error in direct link

Since the coverage probability (3.2) depends on the effective antenna gain $G_{\text {eq }, S D}$ of the $S-D$ link, total $P_{\text {cov }, S D}$ can be computed by averaging over $f_{G_{\text {eq }, S D}}(y)$ as follows [68]:

$$
\begin{align*}
P_{\mathrm{cov}, S D}= & \int_{0}^{\infty} P_{\mathrm{cov}, S D}(y) f_{G_{\mathrm{eq}, S D}}(y) d y \\
= & F_{|\varepsilon|}(\phi / 2)^{2} P_{\mathrm{cov}, S D}\left(G_{\max }^{2}\right)+2 F_{|\varepsilon|}(\phi / 2) \bar{F}_{|\varepsilon|}(\phi / 2) \mathrm{P}_{\mathrm{cov}, \mathrm{SD}}\left(G_{\max } G_{\min }\right) \\
& +\bar{F}_{|\epsilon|}(\phi / 2)^{2} P_{\mathrm{cov}, S D}\left(G_{\min }^{2}\right) \tag{3.30}
\end{align*}
$$

where $P_{\operatorname{cov}, S D}(y)$ refers to the coverage probability (3.2) as a function of effective antenna gain $y$ of $S-D$ link gain, and $\bar{F}_{|\varepsilon|}(\cdot) \triangleq 1-F_{|\varepsilon|}(\cdot)$.

## Error using relays

It is reasonable to assume that the beam alignment errors in the $S-R$ and $R-D$ links are independent. Thus, the overall coverage probability $P_{\text {cov }, S R D}$ by using the selected relay is given by [60]

$$
\begin{align*}
P_{\mathrm{cov}, S R D}= & \int_{0}^{\infty} \int_{0}^{\infty} \mathrm{P}_{\mathrm{cov}, S R D}\left(y_{1}, y_{2}\right) f_{G_{\mathrm{eq}, S R}}\left(y_{1}\right) f_{G_{\mathrm{eq}, R D}}\left(y_{2}\right) d y_{1} d y_{2} \\
= & F_{|\varepsilon|}(\phi / 2)^{4} P_{\mathrm{cov}, S R D}\left(G_{\max }^{2}, G_{\max }^{2}\right) \\
& +2 F_{|\varepsilon|}(\phi / 2)^{3} \bar{F}_{|\varepsilon|}(\phi / 2) P_{\mathrm{cov}, S R D}\left(G_{\max }^{2}, G_{\max } G_{\min }\right) \\
& +F_{|\varepsilon|}(\phi / 2)^{2} \bar{F}_{|\varepsilon|}(\phi / 2)^{2} P_{\mathrm{cov}, S R D}\left(G_{\max }^{2}, G_{\min }^{2}\right) \\
& +2 F_{|\varepsilon|}(\phi / 2)^{3} \bar{F}_{|\varepsilon|}(\phi / 2) P_{\mathrm{cov}, S R D}\left(G_{\max } G_{\min }, G_{\max }^{2}\right) \\
& +4 F_{|\varepsilon|}(\phi / 2)^{2} \bar{F}_{|\varepsilon|}(\phi / 2)^{2} P_{\mathrm{cov}, S R D}\left(G_{\max } G_{\min }, G_{\max } G_{\min }\right) \\
& +2 F_{|\varepsilon|}(\phi / 2) \bar{F}_{|\varepsilon|}(\phi / 2)^{3} P_{\mathrm{cov}, S R D}\left(G_{\max } G_{\min }, G_{\min }^{2}\right) \\
& +F_{|\varepsilon|}(\phi / 2)^{2} \bar{F}_{|\varepsilon|}(\phi / 2)^{2} P_{\mathrm{cov}, S R D}\left(G_{\min }^{2}, G_{\max }^{2}\right) \\
& +2 F_{|\varepsilon|}(\phi / 2) \bar{F}_{|\varepsilon|}(\phi / 2)^{3} P_{\operatorname{cov}, S R D}\left(G_{\min }^{2}, G_{\max } G_{\min }\right) \\
& +\bar{F}_{|\varepsilon|}(\phi / 2)^{4} P_{\operatorname{cov}, S R D}\left(G_{\min }^{2}, G_{\min }^{2}\right) \tag{3.31}
\end{align*}
$$

where $P_{\operatorname{cov}, S R D}\left(y_{1}, y_{2}\right)$ means the coverage probability (3.23) as a function of $y_{1}$ (the effective antenna gain of the $S-R$ link) and $y_{2}$ (the effective antenna gain of the $R-D$ link).

### 3.4.2 Effect of power allocation factor

Let the total transmit power of the system be $P_{T}$. To study the effect of dividing up $P_{T}$ between the source and the relay, a power factor $\xi=\frac{P_{S}}{P_{S}+P_{R}}$ is defined first. With this, the power of $P_{S}=\xi P_{T}$ is allocated to the source and $P_{R}=(1-\xi) P_{T}$ to the selected relay.

### 3.4.3 Rate Coverage Probability

Rate coverage is the probability that the link achieves a rate greater than or equal to the rate threshold $\Gamma_{\mathrm{th}}>0$. Since the rate gives a true measure of data bits received per second at the
receiver, it is a critical performance metric, indicating the capacity of the link. Moreover, this measure is specially relevant for mmW links, which are fundamentally motivated by achieving higher rates. The achievable rate using the relay can be written as

$$
\begin{equation*}
\Gamma=\frac{1}{2} B \log _{2}(1+\mathrm{SNR}) \tag{3.32}
\end{equation*}
$$

where the factor of $1 / 2$ is used because two time slots are required for a complete transmission using a relay and $B$ is the signal bandwidth.

Lemma 5. The rate coverage probability of a relay transmission is given by

$$
\begin{equation*}
P_{\mathrm{cov}, \text { Rate }}=\mathbb{P}\left(\Gamma>\Gamma_{\mathrm{th}}\right)=P_{\mathrm{cov}}\left(2^{\frac{2 \Gamma_{\mathrm{th}}}{B}}-1\right) \tag{3.33}
\end{equation*}
$$

where $P_{\mathrm{cov}}(\cdot)$ is the coverage probability in (3.23) or (3.27), which is a function of SNR threshold, $\gamma_{\text {th }}$.

Proof. The expression (3.33) is obtained straightforwardly by manipulating (3.32) and is omitted here.

Remark 4. The rate coverage for the direct link is given by $P_{\text {cov, Rate }}=P_{\text {cov }}\left(2^{\Gamma^{\Gamma_{\mathrm{th}}}}-1\right)$ due to the use of single time slot for $S$ to $D$ transmission, and $P_{\text {cov }}(\cdot)$ is the coverage probability in (3.2) which is written as a function of SNR threshold $\gamma_{\mathrm{th}}$.

### 3.4.4 Average Throughput

This is the throughput of a given link per hertz of bandwidth. For two-hop transmission it can be expressed as,

$$
\begin{equation*}
\mathrm{SE}=\frac{1}{2} P_{\mathrm{cov}}\left(\gamma_{\mathrm{th}}\right) \log _{2}\left(1+\gamma_{\mathrm{th}}\right), \tag{3.34}
\end{equation*}
$$

where the factor of $1 / 2$ is due to the use of two time slots when relaying is used. For a fair comparison, this factor is not included in the spectral efficiency of the direct link.

### 3.5 Simulation and Analytical Results

In this section, the analytical results are validated by Monte Carlo simulations. Each simulation point is averaged over $10^{5}$ independent realizations. Table 4.1 shows the simulation parameters unless otherwise specified. In the figures, the curves represent the analytical

Table 3.1: Simulation Parameters

| Notation | Parameter | Value |
| :--- | :--- | :--- |
| $P_{S}$ | Source transmit power | 30 dBm |
| $P_{R}$ | Relay transmit power | 30 dBm |
| $\mathcal{R}$ | Radius of the simulation area | 1000 m |
| $f$ | Operating frequency | 28 GHz |
| $B$ | System bandwidth | 1 GHz |
| $\alpha_{L}, \alpha_{N}$ | LOS and NLOS path loss exponents | $2,3.3[67]$ |
| $m_{L}, m_{N}$ | Nakagami-m parameters for LOS and NLOS cases | $3,2[3]$ |
| $G_{\max }, G_{\min }$ | Main lobe and side lobe gains | $18 \mathrm{dBi},-10 \mathrm{dBi}$ |
| $\phi$ | Half power beamwidth | $30^{\circ}$ |
| $\sigma$ | Beam alignment error | $0^{\circ}, 5^{\circ}, 8^{\circ}, 10^{\circ}$ |
| $\beta$ | Blockage parameter | $0.0095[69]$ |
| $N_{0}$ | Noise power | $-174 \mathrm{dBm} / \mathrm{Hz}+$ |
|  |  | $10 \log _{10}(B)+10 \mathrm{~dB}$ |

results and the markers denote simulations. Overall, the analytical results closely match the simulations, thereby verifying the correctness of the presented analysis.

It is important to get a sense of how big the decoding set is. After all, if it is nearly empty, the relay selection may fail. To show the size of the decoding set, Fig. 3.3 plots the average number of relays (3.11) in the decoding set which meet the required SNR threshold for different relay densities. As a result, these relays are capable of decoding the source's message. The locations of these relays form an inhomogeneous PPP with density (3.9). As expected, when the required SNR threshold increases, the decoding relay number decreases. This is because only the relays which are closer to $S$ and fall in LOS region from $S$ may achieve the required SNR threshold. For example, for a moderate relay density of 100 relays per $\mathrm{km}^{2}$, seven nodes can act as decoding relays at an SNR threshold of 20 dB . The coverage at the destination is contributed by a relay from this decoding set, and the bigger the size of the decoding set, the better is the probability of coverage.

Fig. 3.4 plots the association probabilities (3.18), (3.20) versus SNR thresholds for two sets of relay densities. This is the probability whether a relay is selected from $\hat{\Phi}_{L}$ or from $\hat{\Phi}_{N}$ in the second link. This figure shows that association to an LOS relay decreases with an


Figure 3.3: Size of the decoding set versus SNR threshold for different relay densities, $W=300$ m.


Figure 3.4: Association probability of destination ( $D$ ) with LOS and NLOS relays for different relay densities for $W=300 \mathrm{~m}$.


Figure 3.5: Coverage probability vs. SNR thresholds with direct link, relay selection and random relay for different relay densities when $W=300 \mathrm{~m}$.
increase in SNR threshold $\left(\gamma_{\text {th }}\right)$ and the trend is opposite for the NLOS relays. The reason is as follows: for a high SNR threshold, the decoding set will consist of the nodes which are very close to $S$, which are most likely to fall in NLOS range from $D$ according to the negative exponential blockage model in (2.10). It is also observed that LOS association probability is higher for higher relay densities, as the chance of more LOS relays improves with an increased total number of relays.

Fig. 3.5 plots and compares the coverage for a direct link (3.2), randomly selected relay in (3.27), and best relay in (3.23) when $S-D$ distance $W$ is set to 300 meters. While the likelihood of destination exceeding the threshold improves slightly with random relay compared to the direct link, relay selection confers dramatic improvements. Since at this distance the direct link is unlikely to be LOS, its coverage probability remains close to $5 \%$ for the practical range of SNR thresholds $(2-26 \mathrm{~dB})$. With relay selection, it improves drastically; for example, the destination SNR exceeds 10 dB for $57 \%$ of the time with 100 relays $/ \mathrm{km}^{2}$ and $80 \%$ with 200 relays $/ \mathrm{km}^{2}$. Also significant coverage improvement is observed with increasing relay density. For example, when the node density doubles from 100 to 200 relays $/ \mathrm{km}^{2}$, the percentage that destination SNR exceeds 20 dB increases


Figure 3.6: Association probability of the destination $(D)$ with LOS and NLOS relays versus the $S-D$ distance $W\left(\lambda=100 / \mathrm{km}^{2}\right)$.
from $43 \%$ to more than $68 \%$. The coverage for the randomly picked relay appears equal for $\lambda=100 / \mathrm{km}^{2}$ and $200 / \mathrm{km}^{2}$ due to the fact that both densities lead to a negligible probability that the number of relay nodes inside the selection region is zero, which is the void probability for a PPP (given by $\mathrm{e}^{-\lambda \pi \mathcal{L}^{2}}$ ) [75]. Once a relay is present inside the selection region, coverage due to random selection is independent of density of relays due to the node locations being independent and uniformly distributed in the region [60].

Fig. 3.6 plots the association probability of LOS and NLOS relays versus $S-D$ distance for two sets of SNR thresholds. As shown in the figure, LOS association probability is slightly decreases when $\gamma_{\text {th }}$ changes from 10 dB to 20 dB . This is because there is a larger number of decoding relays available at lower SNR thresholds, and this provides better coverage. In both cases, as the destination moves farther from the source, LOS association probability decreases. This is expected since for a fixed SNR threshold, the average number of decoding relays is fixed and those relays are located near $S$. This means the distance between decoding relays and the destination increases with increasing $W$, consequently decreasing the probability that the $R-D$ link is in LOS. From this, it can be concluded that when the separation starts to increase, NLOS relays in the $R-D$ link play a major


Figure 3.7: Coverage probability versus $W$ for different SNR thresholds, $\lambda=100 / \mathrm{km}^{2}$.
role in providing coverage to the destination.
Fig. 3.7 plots and compares the coverage probability of the direct link, a randomly chosen relay and the selected relay versus the $S-D$ separation distance $W$. Note that the coverage probabilities decrease with increasing distance, and this is mainly due to blockage and path losses which increase with increasing distance. Also, it is observed that, compared to direct link, the coverage is significantly improved when relay selection is used. For example, when $S-D$ distance is 200 meters, the coverage probability increases from $15 \%$ to more than $60 \%$ and $80 \%$ for 20 dB and 10 dB SNR thresholds, respectively. As can be seen, direct link coverage probability converges to that of relay selection only when $W$ is 50 meters. This is because, for the shorter links, the chance of blockage in $S-D$ link is small and there is a high probability that the $S-D$ link is in the LOS condition and has very small path loss. The random relay was picked from a disc centered at the midpoint of $S$ and $D$ and with radius 150 meter ${ }^{3}$. This relay offers a lower coverage compared to the direct link up to a distance of 150 meters when $\gamma_{\text {th }}=10 \mathrm{~dB}$, and it only provides a small coverage gain for $W>150$ meters. For a higher SNR threshold of $\gamma_{\text {th }}=20 \mathrm{~dB}$, the coverage remains less than $20 \%$ for the entire range of $W$. Therefore, simple random relay
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Figure 3.8: Coverage probability versus $\xi$ for different SNR thresholds $(W=300 \mathrm{~m}, \lambda=$ $100 / \mathrm{km}^{2}$ ).
selection does not improve the coverage, which further signifies the role of relay selection.
In Fig. 3.8, the effect of the power allocation factor $\xi=\frac{P_{S}}{P_{T}}$ on the coverage probability of the direct link and selected relay is plotted when $W$ is set to 300 meters for different SNR thresholds. The total power $P_{T}$ is divided between source and relay as $P_{S}=\xi P_{T}$ and $P_{R}=(1-\xi) P_{T}$, where $\xi$ varies from 0.05 up to 0.95 . As expected, higher coverage is observed for lower SNR thresholds when relays are deployed. The coverage probability for a direct link has a negligible difference for different $\gamma_{\text {th }}$ and remains unchanged for the entire range of $\xi$. This is because of the fact that at an $S-D$ distance of 300 meters, the LOS probability of the link is very small and fixed but dominates the overall coverage. Using relays, the optimal coverage for both SNR thresholds is observed close to $\xi=0.5$, i.e., when the power is equally divided between the source and the relay.

To study the effect of beam alignment errors on overall coverage probability, the coverage probabilities for different values of beam alignment errors are plotted in Fig. 3.9. When $\lambda$ is $200 / \mathrm{km}^{2}, W=300$ meters and $\phi=30^{\circ}$, a negligible change is observed in coverage when $\sigma$ is up to 5 degrees. However, when $\sigma$ reaches $8^{\circ}$ and above, the likelihood of the destination SNR exceeding the threshold begins to drop for both the direct link and the


Figure 3.9: Coverage Probability versus SNR threshold for different beamforming errors when $\lambda=200 / \mathrm{km}^{2}$ and $W=300 \mathrm{~m}$.
relay aided link.
In Fig. 3.10, the rate coverage probability is plotted, which gives the measure of achievable rate of the considered system. The rate coverages are plotted for two densities of $100 / \mathrm{km}^{2}$ and $200 / \mathrm{km}^{2}$ versus the rate threshold in Gbps and observe that the selected relay provides a higher rate coverage for rate regions up to 5.8 and 6 Gbps , respectively. Despite the need for two time slots when using relay link, which halves the achievable rate, relay selection achieves better rate coverage. However, for a very high rate threshold in the range of $6-12 \mathrm{Gbps}$ (although plotted only up to 7 Gbps in Fig. 3.10), the direct link provides better coverage and eventually drops close to zero at 12 Gbps threshold. The randomly picked relay provides slightly higher rate coverage in the rate regions between 2 and 4 Gbps compared to the direct link but the coverage is significantly smaller than that with relay selection.

Fig. 3.11 plots the system spectral efficiency shown in 3.34. As can be seen, the spectral efficiency is significantly higher with relay selection when compared to the direct link and randomly picked relay. In addition, the spectral efficiency improves notably when increasing the relay density. Specifically, at a 20 dB SNR threshold, it improves from 1.5


Figure 3.10: Rate Coverage versus rate threshold for different relay densities when $W=200 \mathrm{~m}$.


Figure 3.11: Spectrum Efficiency versus SNR threshold for different relay densities when $W=300$ m.
$\mathrm{bps} / \mathrm{Hz}$ to $2.25 \mathrm{bps} / \mathrm{Hz}$ ( $50 \%$ improvement) when increasing relay density from $100 / \mathrm{km}^{2}$ to $200 / \mathrm{km}^{2}$. The peaks occur close to 24 dB SNR threshold in most cases which suggests that setting this optimal SNR threshold provides the best spectral efficiency.

### 3.6 Summary

DF mmW relays may provide enhanced coverage and capacity improvements. This chapter, therefore analyzed their coverage probability using tools and models from stochastic geometry. Specifically, the relay locations were modeled as a PPP. All the fundamental mmW features including blockage, path loss, and directional gain were considered. The coverage for the direct link, best relay selection and random relay selection are analyzed. The analysis of best relay selection is the most demanding. To this end, first the decoding set is represented as an inhomogeneous PPP, and the distribution of the distance of the relay which provides the minimum path loss to the destination is derived. Coverage probability is also derived for random relay selection. The analysis is extended to study the effect of beam-alignment errors, the effect of power splitting, rate coverage probability, and spectral efficiency. Some of the observations are as follows:

1. Relay deployment provides significant coverage improvements. For example, at an SNR threshold of 10 dB , coverage improves from $5 \%$ without relays to $57 \%$ with relay selection for a node deployment density of $100 / \mathrm{km}^{2}$.
2. Random relay selection achieves a marginal improvement in coverage compared to direct link. However, it performs much worse than best relay selection, signifying the importance of an appropriate relay selection method.
3. In addition, mmW DF relay deployment is shown to provide significant rate coverage and spectral efficiency gains compared to the direct link.

## Chapter 4

## Coverage, Capacity, and Error Rate Analysis of Multi-Hop Millimeter-Wave Decode and Forward Relaying

This chapter ${ }^{1}$ analyzes the performance of a mmW multi-hop DF relay network. The path loss and blockages are incorporated by allowing each link to be in either LOS or NLOS state. Small-scale fading is modeled by the Nakagami-m distributions with different mparameters for LOS and NLOS states. Both sparse and dense deployments are considered. In the former, the relays and the destination are limited by additive noise only. Closed-form expressions are derived for the distribution of the destination SNR, coverage probability, ergodic capacity, and SER for three class of digital modulation schemes, namely, BPSK, DBPSK, and square M-QAM. In the latter, the relays and the destination are limited by interference only. Here two situations are considered: (a) interference powers are i.i.d and (b) they are i.n.i.d. For (b), closed-form analysis is exceedingly difficult. Therefore, the Welch-Satterthwaite Approximation for the sum of Gamma variables is used to derive the distribution of the total interference. For both situations, the distribution of SIR, coverage probability, ergodic capacity, and SERs for DBPSK and BPSK are derived. The effect of the number of hops on these measures are studied and the accuracy of the analytical results is verified via Monte-Carlo simulation. It is shown that multi-hop relaying provides significant coverage improvement in blockage-prone mmW networks.
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### 4.1 Introduction and Motivation

As mentioned in Section 1.2, mmW links are impaired by high path losses, blockages by obstacles (human bodies, buildings, vehicles and others) are common, and the signals diffract poorly around the corners [22]. For example, at $28 \mathrm{GHz}, 28 \mathrm{~dB}$ and 40 dB attenuation occur due to a 185 cm brick wall and 3.8 cm tinted glass, respectively [17]. Such high attenuations yield poor coverage in indoor areas, in outdoor areas blocked by buildings and in the NLOS regions even for short communication distances [20].

These problems can be mitigated by the use of wireless relays. In mmW networks, they extend the cellular radio range, improve the cell-edge user experience, combat shadowing and reduce infrastructure deployment costs [17]. For example, in lognormal shadowing environments, coverage and spectral efficiency can be improved by deploying randomly located AF relays [44], and similar performance gains have been demonstrated for two-way AF relay networks [60]. In [59], coverage improvement by mmW DF relay is demonstrated by selecting a relay that provides minimum path loss to the destination. Optimal placement of a relay using unmanned autonomous vehicles can overcome the blockages and enable faster connectivity in mmW networks [92]. Both the ground reflected signal and LOS signals can be used for relaying, and beamwidth and self interference affect the achievable rate [93]. These works demonstrate the ability of relaying to overcome blockages and improve the rate and coverage of mmW networks.

In a multi-hop link, one or more relays are placed between the source and destination, which breaks the link into two or more short links (hops), overcoming coverage holes and the low data rates due to heavy path losses. The intermediate relays receive and forward data to the next hop until the data reaches the destination. LOS conditions can be ensured by carefully planning the relay positions, thus improving the data rates. If relay nodes are fairly densely deployed, then the source and destination nodes can be fairly close to one or more relays. Moreover, the major limitation of mmW is not necessarily the high path loss per se, rather the attenuation due to the blockages because of high penetration loss and poor signal diffraction at mmW frequencies [94]. Fortunately, the use of multiple hops may mitigate them as these impairments decrease with the reduction of transmission distance. Therefore, seamless coverage in blocked and indoor areas is possible [20].

### 4.1.1 Performance analysis of sub- 6 GHz multi-hop relays

Multi-hop relaying alleviates outage in conventional networks in sub-6 GHz bands [45], [46]. For example, reference [45] analyzes outage probability of a multi-hop network. The work in [46] presents a multi-hop network analysis with co-channel interference at relays and destination. In [47], the authors analyze outage probability and SERs in a multi-hop network perturbed by Poisson distributed co-channel interferer, considering distance dependent path losses in signal and interference power. Many multi-hop studies demonstrate the improved performance [95]-[99].

### 4.1.2 Performance analysis of mmW multi-hop networks

Although multi-hop mmW relaying has been studied [48]-[55], all of them except [55] focus on the upper layers (medium access control and network layers). For example, in [48], a directional medium access control protocol is provided to select a relay for data forwarding using multi-hop path. Routing protocols for device-to-device multi-hop systems are proposed in [49] for transmitting video. In [50], dynamic traffic is scheduled for self backhaul networks. Reference [51] proposes a dynamic duplex resource allocation for uplink and downlink transmissions given concurrent co-channel transmissions. All these works show that multi-hop links improve coverage and rate significantly in mmW networks. For instance, the work in [53] optimizes the performance of large-scale mmW backhaul networks for multiple mobile network operators. A self-organizing mmW backhaul link can be established with existing LTE dual connectivity techniques [54]. Moreover, multi-hop relaying also significantly improves connectivity in mmW networks affected by random blockages [52].

Among all the above works, only the work in [55] investigates the physical layer performance of a multi-hop relay network in terms of bit error probability for AF relay network. Exact analysis is developed for M-ary QAM and M-ary PSK in terms of multivariate Meijer's G-function. A tight lower bound is also derived using a novel Mellin-approach along with diversity and the coding gains. In addition, the power allocation is optimized to minimize the bit error probability. In contrast, this work reported in this chapter focuses on DF relays and thus takes a radically different analytical approach. This chapter does not attempt the power optimization and investigates both sparse and dense mmW scenarios
whereas the work [55] focuses on the dense scenario only. Also, the comprehensive performance measures, namely, coverage probability, ergodic capacity, and SER are derived. In addition, all the previous works omit NLOS scenarios in their study, which are common for mmW links [3], [22]. This work considers NLOS scenarios as well.

### 4.1.3 Problem Statement and Contributions

Hence, the works in [48]-[53] and other previous mmW multi-hop contributions have not provided a general, comprehensive analysis of system performance and QoS parameters from the end user perspective. Such an analysis is important for both design and innovation purposes of mmW networks and for the advancement of wireless research. To fill this missing link, the performance of the multi-hop mmW network (Fig. 4.1) is analyzed by fully considering mmW specific impairments such as blockages and path losses and smallscale fading. Blockages are considered by allowing each link to be in either LOS or NLOS state with a certain probability that depends on the density and size of the blocking objects and the length of the link. The specific contributions are as follows:

1. First a sparse deployment scenario is considered. The mmW multi-hop network is then noise limited and each hop can be in either LOS or NLOS state. The closedfrom distribution of destination SNR is derived given the DF relays. This is a general result that is applicable to any combination of link states, and special cases such as all links being LOS can be easily evaluated.
2. The destination coverage probability is also derived via CCDF. Moreover, rate coverage probability, ergodic capacity and SER for three class of digital modulation schemes, namely, BPSK, DBPSK, and square M-QAM are derived. These modulations are widely used in existing 60 GHz systems, such as 802.11ad, IEEE 802.15.3c and ECMA-387, and are expected to be used in future mmW standards [17].
3. Next, for dense relay deployment scenarios (interference-limited case), the distribution of SIRs at the relays and destination is derived. The SIR of each relay has beta prime distribution when interference signals are independent and identically Gamma distributed. However, when they are i.n.i.d., the distribution of sum of interference powers is extremely complicated. To overcome this challenge, a classical Welch-


Figure 4.1: A multi-hop wireless relay network.
Satterthwaite approximation is used for the sum of Gamma variables [100], [101]. Then the CCDFs of the SIRs at the relays and destination are derived.
4. However, the analysis of ergodic capacity and SER when relay SIRs are i.n.i.d. is not tractable. Therefore, considering identical SIRs at all relays, the closed-form expressions for ergodic capacity and SER are derived. Due to the high complexity of exact ergodic capacity expressions, high SNR approximate capacity expressions are also derived.
5. Extensive simulation results are provided to verify the derivations and to draw broad conclusions on the performance of mmW multi-hop links.

The chapter is organized as follows. Section 4.2 presents the system model. In Section 4.3, the probability that the destination SNR exceeds the threshold is derived for the noise limited multi-hop system; this requires the distribution of the destination SNR. The ergodic capacity and SER are derived in Section 4.3. Section 4.4 derives the coverage probabilities in interference limited scenario together with ergodic capacity and SER.2. Section 4.5 presents the numerical results and Section 4.6 presents the conclusion.

### 4.2 System Model

### 4.2.1 Network Modeling

This chapter considers a multi-hop mmW wireless network with source $\left(T_{0}\right)$, destination ( $T_{K}$ ), and $K-1$ intermediate relays so that the total number of hops in the system is $K$ (Fig. 4.1). All nodes operate at a mmW band and are capable of directional beamforming

[^5](Section 2.1.4) [11], which can be analog, digital, and hybrid methods [17]. Node $T_{k}$ ( $k=$ $0, \ldots, K-1)$ transmits with power $\mathcal{P}_{k}$, the distance between $T_{k-1}$ and $T_{k}(k=1, \ldots, K)$ is $d_{k}$, and $G_{k}$ is the beamforming gain of $T_{k}$. The channel coefficient of the $k$-th link is denoted by $h_{k}$.

Here, DF relays are considered where each relay decodes the received message, reencodes it and retransmits it to the next relay until the message reaches the destination. Due to this decoding/regeneration process, additive noise is not accumulated over the hops, which improves the performance compared to that of AF relaying. However, if there are decoding errors, error propagation can be a problem [103].

### 4.2.2 Path Loss Modeling

In this chapter, a simple but common path loss $d^{-\nu_{l}}$ is assumed where $d$ is the transmitterreceiver distance and $\nu_{l} \geq 2$ is path loss exponent for $l \in\{L, N\}$ denoting LOS and NLOS conditions. The typical values of $\nu_{L}=2$ and $\nu_{N}=3.3$ are used [22]. Due to larger $\nu_{N}$, the NLOS link output SNR tends to be less than that of a LOS link; however, it can be sufficient for communication purposes because reflected and scattered components in a NLOS link provide significant energies [22]. Therefore, this chapter allows each link to be in either LOS or NLOS state. In practice, nodes can be placed to increase the likelihood of LOS links by minimizing blockages.

The small scale fading model (Section 2.1.3), the simplified two sector model (Section 2.1.4), and the exponential decay blockage model (Section 2.1.5) are adopted here. Perfect beam alignment between transmit and receive nodes ( $T_{k-1}$ and $T_{k}$ ) is assumed, so that the link gain is $G_{\mathrm{eq}} \triangleq G_{\mathrm{max}}^{2}$. Nevertheless, beam misalignment errors can be a topic of future research.

### 4.2.3 Received Signal Model

With the above system model and mmW specific propagation assumptions, average received signal power at $T_{k}$ is given by

$$
\begin{equation*}
Q_{k, l}=\frac{\mathcal{P}_{k-1} \Psi_{k} \mathbb{E}\left[\left|h_{k, l}\right|^{2}\right]}{d_{k}^{\nu}} \tag{4.1}
\end{equation*}
$$

where $\mathcal{P}_{k-1}$ is the transmit power of $T_{k-1}, \Psi_{k}=G_{k-1} G_{k}\left(\frac{c}{4 \pi f}\right)^{2}$ is a constant where $G_{k}$ and $G_{k-1}$ are the beamforming gains at $T_{k-1}$ and $T_{k}$ respectively, $c$ is the speed of light in free space and $f$ is the operating frequency, $h_{k, l}, l \in\{L, N\}$ is the normalized small-scale fading amplitude of the $k$-th $(k=1, \ldots, K)$ link which follows Nakagami-m distribution with parameter $m_{l}, \mathbb{E}\left[\left|h_{k, l}\right|^{2}\right], l \in\{L, N\}$ is the average fading power, $d_{k}$ is the distance between $T_{k-1}$ and $T_{k}$, and $\nu_{l}, l \in\{L, N\}$ is the path loss exponent, where $L$ and $N$ denote LOS and NLOS link conditions, respectively.

### 4.3 Performance of Noise Limited Network

Noise limited case applies to a sparse mmW network. Thus, SNR coverage probability, rate coverage, ergodic capacity, and symbol error rate (when the noise power is dominant and interference is negligible) are derived. In this case, the received signal at $T_{k}$ can be written as

$$
\begin{equation*}
y_{k, l}=\sqrt{Q_{k, l}} h_{k, l} x_{k-1}+w_{k}, \tag{4.2}
\end{equation*}
$$

where $x_{k-1}$ is the symbol the transmitted from $T_{k-1}, w_{k}$ is the zero mean Gaussian noise with power $N_{0}$ at the input of $T_{k}$. Considering all these factors, the received SNR at node $k(k=1,2, \ldots, K)$ can be written as

$$
\begin{equation*}
\gamma_{k}=\bar{\gamma} X_{k} \tag{4.3}
\end{equation*}
$$

where $\bar{\gamma}$ is an average SNR constant applicable to each hop and $X_{k}$ is a gamma r.v. whose parameters depend on LOS or NLOS state of the hop. With this model, the output SNR of the multi-hop network is derived. However, before that, two necessary lemmas are presented, which will subsequently help in deriving the distribution of this SNR.

Lemma 6. The CCDF of $X_{\min }=\min \left\{X_{1}, X_{2}, \cdots, X_{K}\right\}$ where $X_{k} \sim \mathcal{G}\left(1, \lambda_{k}\right), \quad k=$ $1, \ldots, K$, are independently distributed is given by

$$
\begin{equation*}
\tilde{F}_{X_{\min }}(x)=e^{-\left(\lambda_{1}+\cdots+\lambda_{K}\right) x}, \quad 0 \leq x<\infty \tag{4.4}
\end{equation*}
$$

Proof. All the $X_{k}$ 's are independent exponential r.v.s with the $\tilde{F}_{X_{k}}(x)=e^{-\lambda_{k} x}$. Since $\tilde{F}_{X_{\text {min }}}(x)=\prod_{k} \tilde{F}_{X_{k}}(x)$, the lemma follows immediately.

Lemma6is sufficient to describe independent Rayleigh-fading hops only. More generally, Lemma 7 applies for independent Nakagami-fading hops.

Lemma 7. The CCDF of $X_{\min }=\min \left\{X_{1}, X_{2}, \cdots, X_{K}\right\}$ where $X_{k} \sim \mathcal{G}\left(\alpha_{k}, \lambda_{k}\right), \quad k=$ $1, \ldots, K$, are independently distributed is given by

$$
\begin{equation*}
\tilde{F}_{X_{\min }}(x)=e^{-\left(\lambda_{1}+\cdots+\lambda_{K}\right) x} \sum_{m=0}^{\hat{k}} \mu_{m} x^{m} \quad 0 \leq x<\infty \tag{4.5}
\end{equation*}
$$

where $\hat{k}=\sum_{k} \alpha_{k}-K$ and $\mu_{m}=\prod_{\sum n_{k}=m} \frac{\left(\lambda_{k}\right)^{n} k}{n_{k}!}, \quad m=0,1, \ldots, \hat{k}$.
Proof. See Appendix B.1.
Next, Lemmas 6and 7 will be used to derive the distribution of SNRs.

### 4.3.1 Distribution of the destination SNR

In a DF multi-hop relaying, independent outages occur in each hop, and the destination outage is dominated by the weakest link [45]. Therefore, the CCDF of equivalent SNR, denoted by $\gamma_{\text {eq }}$, can be written as

$$
\begin{align*}
\tilde{F}_{\gamma_{\mathrm{eq}}}(x) & =\mathbb{P}\left(\min \left(\bar{\gamma} X_{1}, \ldots, \bar{\gamma} X_{K}\right)>x\right) \\
& =\mathbb{P}\left(\bar{\gamma} \min \left(X_{1}, \ldots, X_{K}\right)>x\right) \tag{4.6}
\end{align*}
$$

where each $X_{k}, k=1, \cdots, K$ can have one of the two statistical distributions due to the $k$-th link being in LOS or NLOS condition. In the following, for convenience, it is assumed that the probability of each hop being in LOS or NLOS state is identical for all hops. This describes spatially homogeneous blockage distribution. Accordingly, for each hop, the probability of LOS state is denoted as $p$ and the probability of NLOS state is denoted as $q$ with $p+q=1$.

Theorem 2. The CCDF of destination SNR in a multi-hop network when the $k$-th hop SNRs $(k=1, \ldots, K)$ are independently distributed as $\mathcal{G}\left(1, \lambda_{k}^{s_{k}}\right)$ is given by

$$
\begin{equation*}
\tilde{F}_{\gamma_{\mathrm{eq}}}(x)=\sum_{s} p^{w(s)} q^{K-w(s)} e^{\frac{-\Lambda_{s} x}{\gamma}}, \quad 0 \leq x<\infty \tag{4.7}
\end{equation*}
$$

where $w(s)$ is the Hamming weight of state $s=\left[s_{1}, \cdots, s_{K}\right]$ where $s_{k} \in\{0,1\}$ denotes if $k$-th hop is $\operatorname{LOS}\left(s_{k}=1\right)$ or NLOS $\left(s_{k}=0\right)$. State $s$ will take $2^{K}$ distinct values, and $\Lambda_{s}=\lambda_{1}^{s_{1}}+\cdots+\lambda_{K}^{s_{K}}$.

Proof. Consider (4.6) in order to illustrate the proof by an example. For example, if $K=3$, then $s \in[000,001,010, \ldots]$. If $s=010$, the first and third hops are NLOS and the second hop is LOS. The probability of this state is $p q^{2}$. In this state, the three hop SNRs will be exponential with parameters $\lambda_{1}^{0}, \lambda_{2}^{1}$ and $\lambda_{3}^{0}$, respectively. By applying Lemma 1 , the CCDF of the minimum SNR is $e^{-\left(\lambda_{1}^{0}+\lambda_{2}^{1}+\lambda_{3}^{0}\right) x / \bar{\gamma}}$. The same process applies to all the other states. Finally, these CCDFs are weighted by their probabilities and sum up over all possible link states $s$, and then (4.7) is obtained.

Theorem 2 provides the coverage probability for independent Rayleigh fading hops, i.e., all hop SNRs are exponentially distributed. Incidentally, this is the most common fading model used for sub- 6 GHz multi-hop networks.

Theorem 3. The CCDF of equivalent $S N R$ in a multi-hop network when $k$-th hop $S N R$ are independently distributed as $\mathcal{G}\left(\alpha_{k}^{s_{k}}, \lambda_{k}^{s_{k}}\right)$ is given by

$$
\begin{equation*}
\tilde{F}_{\gamma_{\mathrm{eq}}}(x)=\sum_{s} p^{w(s)} q^{K-w(s)} e^{-\frac{\Lambda_{s} x}{\gamma}} \sum_{m=0}^{\hat{k}} \mu_{m}^{s}\left(\frac{x}{\bar{\gamma}}\right)^{m} . \tag{4.8}
\end{equation*}
$$

where $\mu_{m}^{s}$ are obtained from Lemma 7 in which the superscript s denotes one of the states of the $K$-hop system.

Proof. The proof follows similar to that of Theorem 2 and is omitted. Note that, in this case $k$-th hop parameters $\alpha_{k}^{s_{k}}$ and $\lambda_{k}^{s_{k}}$ are chosen according to LOS or NLOS condition.

Theorem 3 provides the distribution of destination SNR for independent Nakagami-m hops and helps us to analyze coverage, capacity and error rates of the network (Fig. 4.1). Before proceeding to these analysis, Theorem 3 is used to derive the PDF of destination SNR in Proposition 1 .

Proposition 1. The PDF of the equivalent $S N R$ can be written as

$$
\begin{equation*}
f_{\gamma_{\mathrm{eq}}}(x)=\sum_{s} p^{w(s)} q^{K-w(s)}\left(\frac{1}{\bar{\gamma}}\right) \mathrm{e}^{-\frac{\Lambda_{s} x}{\bar{\gamma}}}\left(\Lambda_{s} \sum_{m=0}^{\hat{k}} \mu_{m}^{s}\left(\frac{x}{\bar{\gamma}}\right)^{m}-\sum_{m=1}^{\hat{k}} m \mu_{m}^{s}\left(\frac{x}{\bar{\gamma}}\right)^{m-1}\right) . \tag{4.9}
\end{equation*}
$$

Proof. The PDF in (9) follows by differentiating $\tilde{F}_{\gamma_{\text {eq }}}(x)$ given in 4.8).
With the closed-form PDF in Proposition 1, the performance measures such as ergodic capacity and SER are derived below.

### 4.3.2 SNR Coverage Probability

SNR coverage is the probability that the destination SNR exceeds a predefined threshold, $\gamma_{\text {th }}$.

## Proposition 2. The SNR coverage probability of the noise-limited mmW multi-hop DF link

 is given by$$
\begin{equation*}
P_{\mathrm{cov}}=\sum_{s} p^{w(s)} q^{K-w(s)} e^{-\frac{\Lambda_{s} \gamma_{\mathrm{th}}}{\gamma}} \sum_{m=0}^{\hat{k}} \mu_{m}^{s}\left(\frac{\gamma_{\mathrm{th}}}{\bar{\gamma}}\right)^{m} \tag{4.10}
\end{equation*}
$$

Proof. By definition, coverage probability is the CCDF of the destination SNR at $\gamma_{\text {th }}$, which is obtained from (4.8) with $x=\gamma_{\mathrm{th}}$.
$P_{\text {cov }}$ in Proposition (2) provides a quantitative measure on the quality of service and may help network designs. For example, if $P_{\text {cov }}=0.8$ at $\gamma_{\text {th }}=10 \mathrm{~dB}$, SNR of at least 10 dB is achieved for $80 \%$ of the time. Thus, link parameters may be fine tuned based on the service quality requirements.

### 4.3.3 Rate Coverage Probability

Rate coverage is the probability that the achievable transmission rate exceeds a predefined threshold $R_{\mathrm{th}}>0$. Clearly, the number of data bits received per second is a critical performance metric to gauge the quality of the link. Moreover, since the use of mmW bands is fundamentally motivated to achieve higher rates, rate coverage is a highly relevant performance measure for mmW communications.

In mmW networks, large path losses make signal propagation beyond the nearest node highly difficult. With this condition, alternately located relays can co-transmit to their
corresponding receiving nodes during the same time slot without causing any significant interference to other nodes [48]. Therefore, $K / 2$ simultaneous transmissions can occur when the number of hops $K$ is even or alternatively $(K+1) / 2$ and $(K-1) / 2$ simultaneous transmissions can occur when $K$ is odd. To this end, the achievable rate for the multi-hop relay network can be written as

$$
\begin{equation*}
R=\frac{B}{2} \log _{2}\left(1+\gamma_{\mathrm{eq}}\right) \text { bits per second } \tag{4.11}
\end{equation*}
$$

where $B$ is the bandwidth assigned to the typical user and the factor of $1 / 2$ is used because the network can equivalently transmit one symbol per two time slots.

Corollary 1. The rate coverage probability of a multi-hop relay transmission is given by

$$
\begin{equation*}
P_{\mathrm{cov}}^{\mathrm{Rate}}=\sum_{s} p^{w(s)} q^{K-w(s)} e^{-\frac{\Lambda_{s} \mathcal{\gamma}}{\hat{\gamma}}} \sum_{m=0}^{\hat{k}} \mu_{m}^{s}\left(\frac{\mathcal{C}}{\bar{\gamma}}\right)^{m} \tag{4.12}
\end{equation*}
$$

where $\mathcal{C}=2^{\frac{2 R_{\mathrm{th}}}{B}}-1$.
Proof. By manipulating (4.11), it can be found that $\mathbb{P}\left(R>R_{\mathrm{th}}\right)=\mathbb{P}\left(\gamma_{\mathrm{eq}} \geq \mathcal{C}\right)$.
Using (4.12), the probability of achieving a given minimum data rate at the destination can be computed, which justifies the use of mmW in multi-hop relaying as the major motive is to achieve higher data rate. In addition, system parameters such as transmit power, beamforming gain, and number of hops can be adjusted to achieve a required rate via (4.12).

### 4.3.4 Ergodic Capacity

To compute the ergodic capacity, similar to Section 4.3.3, it is assumed that alternate relays ( $T_{k}$ and $T_{k+2}$ ) can co-transmit in the same time-frequency slot without causing significant mutual interference [48]. With this setup, a multiplexing gain of $1 / 2$ can be achieved irrespective of the number of hops. The subsequent capacity expressions are stated accordingly.

Theorem 4. For a multi-hop $m m W$ DF relay network, ergodic capacity ( $b p s / \mathrm{Hz}$ ) is given
by

$$
\begin{align*}
\tilde{C}= & \frac{1}{2 \ln 2} \sum_{s} p^{w(s)} q^{K-w(s)} \mathrm{e}^{\frac{\Lambda_{s}}{\bar{\gamma}}}\left[\mu_{0}^{s} \Gamma\left(0, \frac{\Lambda_{s}}{\bar{\gamma}}\right)\right. \\
& \left.+\sum_{m=1}^{\hat{k}} \frac{\mu_{m}^{s}}{\bar{\gamma}^{m}}\left((-1)^{m} \Gamma\left(0, \frac{\Lambda_{s}}{\bar{\gamma}}\right)+\sum_{n=1}^{m}\binom{m}{n}(-1)^{m-n}\left(\frac{\bar{\gamma}}{\Lambda_{s}}\right)^{n} \Gamma\left(n, \frac{\Lambda_{s}}{\bar{\gamma}}\right)\right)\right] \tag{4.13}
\end{align*}
$$

where $\Gamma(x, a)=\int_{a}^{\infty} t^{x-1} \mathrm{e}^{-t} d t$ is the upper incomplete gamma function.
Proof. With the CDF expression of the e2e SNR at hand, ergodic capacity can be computed as

$$
\begin{align*}
\tilde{C} & =\frac{1}{2 \ln 2} \int_{0}^{\infty} \ln (1+x) f_{\gamma_{\mathrm{eq}}}(x) d x \\
& =-\frac{1}{2 \ln 2} \int_{0}^{\infty} \ln (1+x) d \tilde{F}_{\gamma_{\mathrm{eq}}}(x) \\
& =\frac{1}{2 \ln 2} \int_{0}^{\infty} \frac{\tilde{F}_{\gamma_{\mathrm{eq}}}(x)}{(1+x)} d x \tag{4.14}
\end{align*}
$$

where $\tilde{F}_{\gamma_{\text {eq }}}(x)$ is the CCDF of equivalent e2e SNR given in 4.8). Now, solving the integral in (4.14), (4.13) is obtained.

The expression (4.13) provides the capacity versus average per hop SNR of the multihop network and can be easily evaluated using mathematical software such as MATLAB. Note that $\Gamma(0, z)$ is equivalent to exponential integral function $E_{1}(z)$ [5].

## High SNR Capacity Approximation

Simplification of the exact capacity expression (4.13) is desirable; for example, simpler high-SNR expressions can be extremely accurate and they allow the study of limiting performances. Therefore, the asymptotic capacity expression is derived next.

Corollary 2. At high SNR, i.e., $\bar{\gamma} \rightarrow \infty$, the ergodic channel capacity is given by

$$
\tilde{C}_{h i g h S N R}=\frac{1}{2 \ln 2}\left[\ln (\bar{\gamma})+\sum_{s} p^{w(s)} q^{K-w(s)}\left(\sum_{m=0}^{\hat{k}} \frac{\mu_{m}^{s} m!}{\Lambda_{s}^{m}}\left(\Psi(m+1)-\ln \left(\Lambda_{s}\right)\right)\right.\right.
$$

$$
\begin{equation*}
\left.\left.-\sum_{m=1}^{\hat{k}} \frac{\mu_{m}^{s} m!}{\Lambda_{s}^{m}}\left(\Psi(m)-\ln \left(\Lambda_{s}\right)\right)\right)\right] \tag{4.15}
\end{equation*}
$$

where $\Psi(z)=\frac{d(\ln \Gamma(z))}{d z}$ is a Digamma function [104 6.3.1].
Proof. When $\bar{\gamma} \rightarrow \infty$, the following approximation can be used:

$$
\begin{equation*}
\mathbb{E}[\ln (1+\bar{\gamma} X)] \approx \ln (\bar{\gamma})+\mathbb{E}[\ln X] . \tag{4.16}
\end{equation*}
$$

For a r.v. $X>0, \mathbb{E}[\ln X]$ is equal to the first derivative of the Mellin transform of $X$ evaluated at $t=1$. The Mellin transform of $X$ is defined as

$$
\begin{equation*}
M_{X}(t)=\mathbb{E}\left[X^{t-1}\right] \tag{4.17}
\end{equation*}
$$

where $X=\min \left\{X_{1}, \cdots, X_{K}\right\}$. Theorem 3 yields the PDF of $X$ as

$$
\begin{equation*}
f_{X}(x)=\sum_{s} p^{w(s)} q^{K-w(s)} \mathrm{e}^{-\Lambda_{s} x}\left(\Lambda_{s} \sum_{m=0}^{\hat{k}} \mu_{m}^{s} x^{m}-\sum_{m=1}^{\hat{k}} m \mu_{m}^{s} x^{m-1}\right) \tag{4.18}
\end{equation*}
$$

Now, using the PDF (4.18) to compute the expectation in 4.17) results in

$$
\begin{equation*}
M_{X}(t)=\sum_{s} p^{w(s)} q^{K-w(s)}\left(\sum_{m=0}^{\hat{k}} \frac{\mu_{m}^{s} \Gamma(m+t)}{\Lambda_{s}^{(m+t-1)}}-\sum_{m=1}^{\hat{k}} \frac{m \mu_{m}^{s} \Gamma(m+t-1)}{\Lambda_{s}^{(m+t-1)}}\right) \tag{4.19}
\end{equation*}
$$

By differentiating (4.19) over $t$, substituting $t=1$, and again substituting the resulting expression in (4.16), (4.15) can be obtained.

The asymptotic capacity in (4.15) is a function of $\bar{\gamma}$ and represents a straight line with slope $(2 \ln (2))^{-1}$ and $y$-intercept that depends on the summation term in $s$.

### 4.3.5 SER Analysis

Symbol error occurs if the received symbol at destination differs from the transmitted symbol from the source. Thus, SER is the ratio of the number of erroneous symbols received to the total number of transmitted symbols. In a multi-hop network, error in any intermediate hop can cause the error at destination. Hence, the exact computation of SER in DF network
needs to consider all possible errors of symbol being erroneously mapped to a different symbol in the given constellation and in each hop. This means that, for higher constellation size such as M-QAM, SER computation is cumbersome and complicated due to the large number of possible mapping permutations and the increased number of hops. Therefore, SER in a multi-hop networks is generally computed assuming that symbol error in any hop will contribute to the overall SER and without forward error correction at intermediate nodes [103], [105]. However, this approach can only provide an upper bound on the SER which is computed using per hop SER as follows

$$
\begin{equation*}
P_{\mathrm{ub}} \leq \sum_{s} p^{w(s)} q^{K-w(s)}\left(1-\prod_{k=1}^{K}\left(1-P_{k}^{s_{k}}\right)\right) \tag{4.20}
\end{equation*}
$$

where $P_{k}^{s_{k}}$ is the SER in $k$-th hop having state $s$ and (4.20) simply means that symbol error will occur if error occurs in any of the hops. In the following three propositions, the $k$-th hop SER are provided for three classes of modulation schemes, namely noncoherent binary signaling, coherent binary signaling, and M-QAM. For the notational simplicity, the superscript $s_{k}$ is omitted and $k$-th hop SER is simply written as $P_{k}$ and the Nakagami-m fading parameters as $\alpha_{k}$ and $\lambda_{k}$.

Proposition 3. For a class of noncoherent binary signaling, such as DBPSK and frequency shift keying (FSK), $k$-th hop SER is given by

$$
\begin{equation*}
P_{k}=a\left(\frac{\lambda_{k}}{\lambda_{k}+b \bar{\gamma}}\right)^{\alpha_{k}} \tag{4.21}
\end{equation*}
$$

where $\alpha_{k}$ and $\lambda_{k}$ are the fading parameters of $k$-th hop, and $a$ and $b$ are modulation specific constants, see [106, Table I]. For example, for DBPSK, $a=0.5$ and $b=1$.

Proof. In this case, SER conditioned on link SNR $x$ can be written as $P_{k}(x)=a \exp (-b x)$. Now $P_{k}$ can be computed by averaging $P_{k}(x)$ over the SNR PDF using

$$
\begin{equation*}
P_{k}=\int_{0}^{\infty} P_{k}(x) f_{\gamma_{k}}(x) d x \tag{4.22}
\end{equation*}
$$

where $f_{\gamma_{k}}(x)=\frac{1}{\Gamma\left(\alpha_{k}\right)}\left(\frac{\lambda_{k}}{\bar{\gamma}}\right)^{\alpha_{k}} x^{\alpha_{k}-1} e^{-\frac{\lambda_{k}}{\gamma} x}$. The integral can be simplified to (4.21) using [5, eq. 3.351.3].

Since the noncoherent signaling schemes do not require the phase information for demodulation, implementation complexity decreases. This is highly desired in low complexity mmW terminals. Next, the SER for coherent binary signaling schemes is provided in the following proposition.

Proposition 4. For a class of coherent binary signaling, such as BPSK and FSK, $k$-th hop SER is given by

$$
\begin{equation*}
P_{k}=\frac{a 2^{1-2 \alpha_{k}} \Gamma\left(2 \alpha_{k}\right)}{\Gamma\left(\alpha_{k}\right) \Gamma\left(\alpha_{k}+1\right)}\left(\frac{\lambda_{k}}{b \bar{\gamma}}\right)^{\alpha_{k}}{ }_{2} F_{1}\left(\alpha_{k}, \alpha_{k}+\frac{1}{2} ; \alpha_{k}+1 ;-\frac{\lambda_{k}}{b \bar{\gamma}}\right) \tag{4.23}
\end{equation*}
$$

where $\alpha_{k}$ and $\lambda_{k}$ are the fading parameters of $k$-th hop, $a$ and $b$ are modulation specific constants [106] (for BPSK, $a=0.5$ and $b=1$ ), and ${ }_{2} F_{1}(\cdot)$ is the Gaussian hypergeometric function defined in [104 eq.15.1.1].

Proof. In this case, conditional SER conditioned on link SNR $x$ is given by $P_{k}(x)=$ $a \operatorname{erfc}(\sqrt{b x})$, where $\operatorname{erfc}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} e^{-t^{2}} d t$ is the complementary error function. Now (4.23) can be obtained by averaging $P_{k}(x)$ with SNR PDF using (4.22) and then solving the integral [107].

Coherent BPSK maps one bit per symbol and requires the phase information for the demodulator. Although this increases demodulation complexity, the SER improves compared to DBPSK. Next, the SER of multi-level modulations is provided.

Proposition 5. In case of quadrature and multi-level signaling, such as QPSK, MPSK, and square M-QAM modulations, $k$-th hop SER is given by

$$
\begin{align*}
P_{k}= & a \frac{2^{1-2 \alpha_{k}} \Gamma\left(2 \alpha_{k}\right)}{\Gamma\left(\alpha_{k}\right) \Gamma\left(\alpha_{k}+1\right)}\left(\frac{\lambda_{k}}{b \bar{\gamma}}\right)^{\alpha_{k}}{ }_{2} F_{1}\left[\alpha_{k}, \frac{1}{2}+\alpha_{k} ; 1+\alpha_{k} ;-\frac{\lambda_{k}}{b \bar{\gamma}}\right] \\
& -c\left[1-\frac{4}{\pi} \sum_{n=0}^{\alpha_{k}-1}\left(\frac{\lambda_{k}}{b \bar{\gamma}}\right)^{n} \frac{1}{(2 n+1)}{ }_{2} F_{1}\left(\frac{1}{2}+n, 1+n ; \frac{3}{2}+n ;-1-\frac{\lambda_{k}}{b \bar{\gamma}}\right)\right] \tag{4.24}
\end{align*}
$$

where $\alpha_{k}$ and $\lambda_{k}$ are the fading parameters of $k$-th hop and $a, b$ and $c$ are modulation specific constants (for QPSK, $a=1, b=0.5$ and $c=0.25$ ) [106].

Proof. See Appendix B.2.

## SER Analysis using the PDF of destination SNR

In addition to the upper bound of SER using per hop SERs, SER expressions based on PDF of the equivalent SNR (4.9) are also derived, which provides an exact error expression if the error is assumed to occur in the link with worst SNR. This assumption simplifies SER derivations and essentially provides a tight lower SER bound, which converges to exact SER in high SNR region. Therefore, in the following three propositions, the closed form expressions for equivalent SERs are provided.

Proposition 6. For a class of noncoherent binary signaling, such as DBPSK and BFSK, equivalent $S E R$ is given by

$$
\begin{equation*}
P_{\mathrm{eq}}=a \sum_{s} p^{w(s)} q^{K-w(s)}\left(\Lambda_{s} \sum_{m=0}^{\hat{k}} \frac{\mu_{m}^{s} m!}{\left(b \bar{\gamma}+\Lambda_{s}\right)^{(m+1)}}-\sum_{m=1}^{\hat{k}} \frac{\mu_{m}^{s} m!}{\left(b \bar{\gamma}+\Lambda_{s}\right)^{m}}\right) \tag{4.25}
\end{equation*}
$$

where $a$ and $b$ are the modulation specific constants (for DPSK, $a=0.5$, and $b=1$ ) [106].
Proof. In this case, SER can be written in the form $P_{e}(x)=a \exp (-b x)$. Now $P_{\text {eq }}$ can be derived using 4.22) by replacing $f_{\gamma_{k}}(x)$ by $f_{\gamma_{\text {eq }}}(x)$ given in 4.9). Then the resulting expression can be simplified to (4.25) using [5], eq. 3.351.3] after some mathematical manipulations.

Proposition 7. For a class of coherent binary signaling, such as BPSK and BFSK, the equivalent $S E R$ is given by

$$
\begin{align*}
P_{\mathrm{eq}}= & a \sum_{s} p^{w(s)} q^{K-w(s)}\left(\Lambda_{s} \sum_{m=0}^{\hat{k}} \frac{\mu_{m}^{s} \Gamma\left(m+\frac{3}{2}\right)}{\sqrt{\pi}(m+1)(b \bar{\gamma})^{m+1}}{ }_{2} F_{1}\left(1+m, \frac{3}{2}+m ; 2+m ;-\frac{\Lambda_{s}}{b \bar{\gamma}}\right)\right. \\
& \left.-\sum_{m=1}^{\hat{k}} \frac{\mu_{m}^{s} \Gamma\left(m+\frac{1}{2}\right)}{\sqrt{\pi}(b \bar{\gamma})^{m}}{ }_{2} F_{1}\left(m, \frac{1}{2}+m ; 1+m ;-\frac{\Lambda_{s}}{b \bar{\gamma}}\right)\right) . \tag{4.26}
\end{align*}
$$

where $a$ and $b$ are the modulation specific constants (for BPSK, $a=0.5, b=1$ ) 106 .
Proof. In this case, conditional SER can be written in the form $P_{e}(x)=a \operatorname{erfc}(\sqrt{b x})$. Then (4.26) can be derived using (4.22) by replacing $f_{\gamma_{k}}(x)$ with $f_{\gamma_{\text {eq }}}(x)$.

Proposition 8. In case of quadrature and multi-level signaling, such as QPSK, MPSK, and square M-QAM modulations, SER is given by

$$
\begin{equation*}
P_{\mathrm{eq}}=I_{1}-I_{2} \tag{4.27}
\end{equation*}
$$

where the expression for $I_{1}$ is same as the $P_{\mathrm{eq}}$ derived in (4.26) with modified value of a and $b$ depending upon the modulation scheme and $I_{2}$ is given by

$$
\begin{equation*}
I_{2}=c \sum_{s} p^{w(s)} q^{K-w(s)}\left(J_{1}-J_{2}\right) \tag{4.28}
\end{equation*}
$$

where $J_{1}$ and $J_{2}$ are given by

$$
\begin{align*}
& J_{1}=\sum_{m=0}^{\hat{k}} \frac{m!\mu_{m}^{s}}{\Lambda_{s}^{m}}\left(1-\frac{4}{\pi} \sum_{n=0}^{m} \frac{\Lambda_{s}^{n}}{(2 n+1)(b \bar{\gamma})^{n}}{ }_{2} F_{1}\left[\frac{1}{2}+n, 1+n ; \frac{3}{2}+n ;-1-\frac{\Lambda_{s}}{b \bar{\gamma}}\right]\right) .  \tag{4.29}\\
& J_{2}=\sum_{m=1}^{\hat{k}} \frac{m!\mu_{m}^{s}}{\Lambda_{s}^{m}}\left(1-\frac{4}{\pi} \sum_{n=0}^{m-1} \frac{\Lambda_{s}^{n}}{(2 n+1)(b \bar{\gamma})^{n}}{ }_{2} F_{1}\left[\frac{1}{2}+n, 1+n ; \frac{3}{2}+n ;-1-\frac{\Lambda_{s}}{b \bar{\gamma}}\right]\right) . \tag{4.30}
\end{align*}
$$

Proof. The proof follows similar to (4.24) with averaging done over the PDF in (4.9).

Equation (4.27) therefore provides a generalized SER expression for a wide range or modulation schemes such as QPSK, MPSK, and square M-QAM, which are applicable in mmW communication. The computation involves Gauss hypergeometric functions, which can be easily evaluated via MATLAB.

### 4.4 Performance of Interference-Limited Network

Up until now, the effect of co-channel interference was ignored, and the coverage, ergodic capacity and SER were derived. This assumption is valid for mmW relay deployments where interference signals attenuate significantly due to blockages and high path losses [20]. However, network densification has emerged as a performance enabler of 5 G wireless networks. In particular, ultra-dense networks with dense and massively deployed base


Figure 4.2: Co-channel interferences at relay and destination nodes.
stations, relays and access points can provide high data rates, better coverage, seamless connectivity and improved energy efficiency [52], [68]. However, co-channel interference then becomes the fundamental limiting factor, which must be considered in performance analysis [79].

Therefore, the interference limited regime is considered next, where the total interference is significantly higher than the additive noise. Thus the latter is neglected and the analysis focuses on the statistical distribution of SIR. To this end, two distinct cases are analyzed: (i) when interference powers are i.i.d. r.v.s and (ii) when interference powers are i.n.i.d. r.v.s. Now, the received signal model in interference limited relaying is given by

$$
\begin{equation*}
y_{k, l}=\sqrt{Q_{k, l}} h_{k, l} x_{k-1}+\sum_{n=1}^{M_{k}} \sqrt{Q_{n, k}} h_{n, k} x_{n, k} \tag{4.31}
\end{equation*}
$$

where $Q_{k, l}, h_{k, l}$ and $x_{k-1}$ are same as in (4.2), $M_{k}$ is the total number of co-channel interferers at $T_{k}, Q_{n, k}$ is the average received interference power at $T_{k}$ from $n$-th interferer, $h_{n, k}$ is the normalized fading coefficient from $n$-th interferer to $T_{k}$ which follows a Nakagamim distribution, $x_{n, k}$ is the transmit symbol of each interferer which is assumed Gaussian with unit mean power [55]. A schematic diagram of a multi-hop network with multiple co-channel interferers at relays and destination is given in Fig. 4.2.

### 4.4.1 Case 1: Interference powers are i.i.d.

In this case, $k$-th relay is subject to $M_{k}$ number of interferers and the fading parameters of the received interference power $I_{n, k}=Q_{n, k}\left|h_{n, k}\right|^{2}$ are same for all $n, n \in\left\{1,2, \cdots, M_{k}\right\}$. Thus, $I_{n, k}$ is distributed as $I_{n, k} \sim \mathcal{G}\left(\alpha_{I_{k}}, \lambda_{I_{k}} / \zeta_{I_{k}}\right)$ where $\zeta_{I_{k}}=Q_{n, k}$ is the average interference power of $n$-th interferer at $T_{k}$ which is assumed to be equal for all $n$. It is apparent that the total interference power $I_{k}=\sum_{n=1}^{M_{k}} I_{n, k}$ is distributed as $I_{k} \sim \mathcal{G}\left(M_{k} \alpha_{I_{k}}, \lambda_{I_{k}} / \zeta_{I_{k}}\right)$.

Assuming Nakagami-m fading of the desired signal, the received signal power $S_{k}$ at $T_{k}$ is distributed as $S_{k} \sim \mathcal{G}\left(\alpha_{k}, \lambda_{k} / \zeta_{k}\right)$, with $\zeta_{k}=Q_{k, l}$ being the average received signal power at $T_{k}$. Thus, the instantaneous SIR at $T_{k}$ is the ratio of two independent Gamma r.v.s, i.e., $\xi_{k}=\frac{S_{k}}{I_{k}}$. It is well known that this ratio follows the beta prime distribution [108]. Thus, the PDF of $\xi_{k}$ can be written as

$$
\begin{equation*}
f_{\xi_{k}}(x)=\frac{1}{\omega_{k} \bar{\xi}_{k} \mathcal{B}\left(\sigma_{k}, \theta_{k}\right)}\left(\frac{x}{\omega_{k} \bar{\xi}_{k}}\right)^{\sigma_{k}-1}\left(1+\frac{x}{\omega_{k} \bar{\xi}_{k}}\right)^{-\sigma_{k}-\theta_{k}} \tag{4.32}
\end{equation*}
$$

where $\sigma_{k}=\alpha_{k}, \theta_{k}=M_{k} \alpha_{I_{k}}, \omega_{k}=\frac{M_{k} \lambda_{I_{k}}}{\lambda_{k}}, \bar{\xi}_{k}=\frac{\zeta_{k}}{M_{k} \zeta_{I_{k}}}$ is the average $\operatorname{SIR}$ at $T_{k}$, and $\mathcal{B}(a, b)=\int_{0}^{1} t^{a-1}(1-t)^{b-1} d t$ is the Euler's beta function. The CDF of $\xi_{k}$ is given by

$$
\begin{equation*}
F_{\xi_{k}}(x)=\frac{1}{\sigma_{k} \mathcal{B}\left(\sigma_{k}, \theta_{k}\right)}\left(\frac{x}{\omega_{k} \bar{\xi}_{k}}\right)^{\sigma_{k}}{ }_{2} F_{1}\left(\sigma_{k}, \sigma_{k}+\theta_{k} ; 1+\sigma_{k} ;-\frac{x}{\omega_{k} \bar{\xi}_{k}}\right) . \tag{4.33}
\end{equation*}
$$

Lemma 8. For a multi-hop DF network, with independent interference statistics at each relay, the SIR coverage probability is given by

$$
\begin{gather*}
P_{\mathrm{cov}}=\sum_{s} p^{w(s)} q^{K-w(s)} \prod_{k=1}^{K}\left[1-\frac{1}{\sigma_{k} \mathcal{B}\left(\sigma_{k}, \theta_{k}\right)}\left(\frac{\gamma_{\mathrm{th}}}{\omega_{k} \bar{\xi}_{k}}\right)^{\sigma_{k}}\right. \\
\left.\times{ }_{2} F_{1}\left(\sigma_{k}, \sigma_{k}+\theta_{k} ; 1+\sigma_{k} ;-\frac{\gamma_{\mathrm{th}}}{\omega_{k} \bar{\xi}_{k}}\right)\right] \tag{4.34}
\end{gather*}
$$

where summation across $s$ is to indicate that each hop can be in an LOS or NLOS state, similar to (4.10).
Proof. Since $P_{\text {cov }}=\prod_{k=1}^{K} \tilde{F}_{\xi_{k}}\left(\gamma_{\text {th }}\right)$, by using (4.33), this follows immediately.
Moreover, if the distinct SIRs are identically distributed, $P_{\text {cov }}$ has the convenient closedform expression:

$$
\begin{equation*}
P_{\mathrm{cov}}=1-\sum_{k=1}^{K}\binom{K}{k}(-1)^{k+1}\left[\frac{1}{\sigma \mathcal{B}(\sigma, \theta)}\left(\frac{\gamma_{\mathrm{th}}}{\omega \bar{\xi}}\right)^{\sigma}{ }_{2} F_{1}\left(\sigma, \sigma+\theta ; 1+\sigma ;-\frac{\gamma_{\mathrm{th}}}{\omega \bar{\xi}}\right)\right]^{k} \tag{4.35}
\end{equation*}
$$

where the subscript $k$ and the summation across $s$ are omitted since the SIR parameters at each relay are assumed identical and only the state with all hops to be in LOS is considered
to study the performance in best link condition. This provides a convenient expression for the coverage of multi-hop mmW relay network by assuming SIRs have equal statistical distribution across all the hops. Although this case may not be practical, it provides insights on the effect of fading parameters of signal and interference on the coverage. Next, some results on coverage when interference powers are not identical across the relays are presented.

### 4.4.2 Case 2: Interference powers are i.n.i.d.

In this case, a total of $M_{k}$ interferers are considered at $T_{k}$ with $M_{L, k}$ and $M_{N, k}$ respectively being the number of LOS and NLOS interferers, where $M_{L, k}+M_{N, k}=M_{k}, k \in$ $\{1, \cdots, K\}$. Consider that the interference powers at node $T_{k}$ are distributed with $I_{n, k} \sim$ $\mathcal{G}\left(\alpha_{n, k}, \lambda_{n, k} / \zeta_{I_{n, k}}\right)$ where $n \in\left\{1,2, \cdots, M_{k}\right\}, \alpha_{n, k}$ and $\lambda_{n, k}$ are the channel fading parameters and $\zeta_{I_{n, k}}$ is the average interference power from $n$-th interferer to $T_{k}$. Similar to i.i.d. case, the desired signal power at $T_{k}$ is considered to be distributed as $S_{k} \sim \mathcal{G}\left(\alpha_{k}, \lambda_{k} / \zeta_{k}\right)$.

## Approximate CDF of per hop SIR

The distribution of total interference $I_{k}=\sum_{n=1}^{M_{k}} I_{n, k}$ is in general fairly complicated. Moreover, even if all $\alpha_{n, k}$ 's are integers, the exact expressions, which can be derived, are very complicated and cumbersome. Therefore, a convenient assumption is that $I_{k}$ is approximately Gamma. The shape and rate parameters of this r.v. can be obtained by moment matching. This method is known as the Welch-Satterthwaite Approximation for the sum of gamma random variables [100], [101]. The approximation is summarized in the following lemma.

Lemma 9. Let $Y=X_{1}+X_{2}+\cdots+X_{M_{k}}$, with mutually independent $X_{n} \sim \mathcal{G}\left(\alpha_{n}, \lambda_{n}\right)$ for $n=1, \ldots, M_{k}$. Then $Y$ is approximately $\mathcal{G}\left(\alpha_{y}, \lambda_{y}\right)$, where $\alpha_{y}=\frac{\mu^{2}}{\sum_{n=1}^{M_{k} \alpha_{n} \lambda_{n}^{2}}}, \lambda_{y}=\frac{\mu}{\alpha_{y}}$ and $\mu=\sum_{n=1}^{M_{k}} \alpha_{n} \lambda_{n}$.

Using Lemma 9 , total interference $I_{k}$ is approximately a $\mathcal{G}\left(\alpha_{I_{k}}, \lambda_{I_{k}}\right)$ r.v., where $\alpha_{I_{k}}=$ $\alpha_{y}$ and $\lambda_{I_{k}}=\lambda_{y}$ are obtained from Lemma 9 . Now the PDF of $k$-th hop SIR is given by (4.32) with $\sigma_{k}=\alpha_{k}, \theta_{k}=\alpha_{I_{k}}$ and $\omega_{k}=\frac{\lambda_{I_{k}}}{\lambda_{k}}$, and the per-hop SIR CDF is given by (4.33). Now the coverage probability can be computed using (4.34). Simulations show a very close match to this analytical result (Fig. 4.3), and consequently, the error due to the Welch-Satterthwaite approximation is negligible.


Figure 4.3: CCDF of per hop SIR plotted along $x(\mathrm{~dB})$ using Welch-Satterthwaite Approximation (Lemma 9), MGF approach (Lemma 10), and simulation. $N_{L}$ and $N_{N}$ denote the number of LOS and NLOS interferers, respectively, which are located at different distance to realize i.n.i.d. interference powers. The CCDF curves also refer to the per hop coverage probability along the SIR threshold of $x \mathrm{~dB}$.

## Exact CDF of per hop SIR

Although the exact expression of the PDF of ouput SIR is difficult to derive in a closed form, the exact CDF of per hop SIR can be derived for any number of interferers at a given relay by considering the signal power to be Gamma distributed with integer valued shape parameter. Then, the destination SIR CDF can be written in terms of the product of individual hop SIR CDFs. To this end, in the following lemma, the exact CCDF expression for $k$-th hop SIR is provided.

Lemma 10. The exact expression for the CCDF of $k$-th hop SIR for integer $\alpha_{k}$ is given by

$$
\begin{equation*}
\tilde{F}_{\xi_{k}}(x)=\sum_{m=0}^{\alpha_{k}-1} \frac{(-1)^{m}\left(x \lambda_{k} / \zeta_{k}\right)^{m}}{m!} \mathcal{M}_{I_{k}}^{m}\left(x \lambda_{k} / \zeta_{k}\right) \tag{4.36}
\end{equation*}
$$

where $\mathcal{M}_{I_{k}}^{m}\left(x \lambda_{k} / \zeta_{k}\right)=\left.\frac{d^{m} \mathcal{M}_{L_{k}}(t)}{d t^{m}}\right|_{t=x \lambda_{k} / \zeta_{k}}$ is the m-th moment of total interference power $I_{k}$ at $T_{k}$ computed at $x \lambda_{k} / \zeta_{k}$, and $\mathcal{M}_{I_{k}}(t)=\prod_{n=1}^{M_{k}} \frac{\lambda_{n, k}^{\alpha_{n, k}}}{\left(\lambda_{n, k}+t \zeta_{I_{n, k}}\right)^{\alpha_{n, k}}}$ is the MGF of $I_{k}$.
Proof. The proof is given in Appendix B. 3 .

Now, using Lemma 10, the CCDF of destination SIR is given by

$$
\begin{equation*}
\tilde{F}_{\xi_{\mathrm{eq}}}(x)=\sum_{s} p^{w(s)} q^{K-w(s)} \prod_{k=1}^{K}\left[1-\sum_{m=0}^{\alpha_{k}-1} \frac{(-1)^{m}}{m!}\left(x \lambda_{k} / \zeta_{k}\right)^{m} \mathcal{M}_{I_{k}}^{m}\left(x \lambda_{k} / \zeta_{k}\right)\right] . \tag{4.37}
\end{equation*}
$$

By substituting $x=\gamma_{\text {th }}$ in (4.37), exact coverage probability can be readily obtained. However, using the CCDFs in (4.34) or (4.37) to evaluate other performance measures such as ergodic capacity and SER is difficult due to the product of $K$ terms that complicates PDF expression of SIR.

### 4.4.3 Ergodic Capacity

When evaluating the exact ergodic capacity of the multi-hop network, two simplifying assumptions are made.

1. Interference powers and SIRs at all the relays are i.i.d. . The more general i.n.i.d. case requires a very complicated expansion of (4.34), and thus is left as future work.
2. All the links are in LOS state. Since the SIRs at all relays are assumed i.i.d., the link states need to be identical, i.e., either all LOS or all NLOS. Although NLOS links are viable in mmW network, the best case would be to have all LOS links. Note that, if the nodes are placed carefully, this condition is achievable. It also obviates the use of summation over $s$ in the rest of the analysis.

Lemma 11. The CDF of the destination SIR when per hop SIR are i.i.d. is given by

$$
\begin{equation*}
F_{\xi_{\mathrm{eq}}}(x)=\sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}} \sum_{m=0}^{n^{\dagger}} \kappa_{m}\left(\frac{x}{x+\omega \bar{\xi}}\right)^{m+\sigma k} \tag{4.38}
\end{equation*}
$$

where $n^{\dagger}=k(\theta-1)$ and $\kappa_{m}$ is the coefficient which can be computed recursively.
Proof. See Appendix B.4.
Lemma 12. The PDF of destination SIR can be written as

$$
\begin{equation*}
f_{\xi_{\mathrm{eq}}}(x)=\sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}} \sum_{m=0}^{n^{\dagger}}(m+\sigma k) \kappa_{m} \frac{\omega \bar{\xi}}{(x+\omega \bar{\xi})^{2}}\left(\frac{x}{x+\omega \bar{\xi}}\right)^{(m+\sigma k-1)} \tag{4.39}
\end{equation*}
$$

Proof. Now, 4.39) is obtained by differentiating $F_{\xi_{\text {eq }}}(x)$ in 4.38.
Having the CDF and PDF of destination SIR, ergodic and asymptotic capacities are derived next.

## Exact Ergodic Capacity

Proposition 9. The ergodic capacity of interference limited multi-hop network is given by

$$
\begin{align*}
\tilde{C}=\frac{1}{2 \ln 2} & \sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}} \sum_{m=0}^{n^{\dagger}}(n+1) \kappa_{m} \\
& \times\left\{\left[\frac{\sum_{j=1}^{n} \frac{1}{j}+\ln (\omega \bar{\xi})}{n+1}\right]+\frac{(-1)^{n}}{n+1} \frac{\ln (\omega \bar{\xi})}{(\omega \bar{\xi}-1)^{n+1}}\right. \\
& +\sum_{k=1}^{n}(-1)^{k+1} \frac{\Gamma(k+1) \Gamma(n+1-k)}{k(\omega \bar{\xi})^{k} \Gamma(n+2)} \\
& \left.+\frac{(-1)^{n+1}}{n+1} \sum_{l=1}^{n} \frac{(\omega \bar{\xi}-1)^{-l}}{l(\omega \bar{\xi})^{n+1-l}} \sum_{j=0}^{n-l}(-1)^{j}\binom{n-l}{j} \frac{l}{(l+j)(1-\omega \bar{\xi})^{j}}\right\} \tag{4.40}
\end{align*}
$$

where $n=m+\sigma k-1$.

Proof. See Appendix B.5.

Equation (4.40) provides the exact ergodic capacity as a function of average per hop $\operatorname{SIR} \bar{\xi}$ for interference limited relays. Note that, as the number of hops increases, average per hop SIR also increases due to shorter links.

## Asymptotic Capacity

To get direct insights on the capacity, Proposition 10 is provided.
Proposition 10. As $\bar{\xi} \rightarrow \infty$, the asymptotic capacity of the multi-hop network is given by

$$
\begin{equation*}
\tilde{C}_{h i g h ~ S I R}=\frac{1}{2 \ln 2}\left[\ln (\omega \bar{\xi})+\sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}} \sum_{m=0}^{n^{\dagger}} \kappa_{m}\left(\sum_{j=1}^{m+\sigma k-1} \frac{1}{j}\right)\right] \tag{4.41}
\end{equation*}
$$

Proof. The proof follows similar to (4.15) and is omitted here.

When compared to (4.40), 4.41) includes only the first summation term in 4.40) and provides a simplified capacity expression giving insights on SIR dependence of capacity
in asymptotic region; clearly, the capacity has a dominant term of $\ln (\bar{\xi})$, which shows a logarithmic growth over the average SIR.

### 4.4.4 SER Analysis

To evaluate the SER in interference limited regime, the similar technique as in noise limited analysis of Section 4.3 .5 are followed and (4.20) is used to evaluate the SER at the destination with new expressions for per hop SIR PDFs which are specified in the following propositions.

## SER of binary noncoherent signaling

Proposition 11. For a class of noncoherent binary signaling, such as DBPSK and FSK, $k$-th hop SER is given by

$$
\begin{equation*}
P_{k}=\frac{a}{\mathcal{B}\left(\sigma_{k}, \theta_{k}\right)} \sum_{j=0}^{\theta_{k}-1}(-1)^{j}\binom{\theta_{k}-1}{j} \Gamma\left(\sigma_{k}+j\right) U\left(\sigma_{k}+j, 0, b \omega_{k} \bar{\xi}_{k}\right) \tag{4.42}
\end{equation*}
$$

where $U(\cdot)$ is a confluent hypergeometric function of the second kind [5] 9.211.4].
Proof. The proof follows similar to (4.21) by replacing $f_{\gamma_{k}}(x)$ with $f_{\xi_{k}}(x)$.
Proposition 12. For a class of noncoherent binary signaling, such as DBPSK and FSK, equivalent destination SER is given by

$$
\begin{equation*}
P_{\mathrm{eq}}=a \sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}} \sum_{m=0}^{n^{\dagger}} \kappa_{m}(m+\sigma k)!U(m+\sigma k, 0, b \omega \bar{\xi}) . \tag{4.43}
\end{equation*}
$$

Proof. The proof follows similar to (4.21) by replacing $f_{\gamma_{k}}(x)$ with $f_{\xi_{\text {eq }}}(x)$.

## SER of coherent binary signaling

Proposition 13. For a class of coherent binary signaling, such as PSK and FSK, $k$-th hop SER is given by

$$
\begin{equation*}
P_{k}=\frac{a}{\mathcal{B}\left(\sigma_{k}, \theta_{k}\right)} \sum_{j=0}^{\theta_{k}-1} \frac{(-1)^{j}}{\sqrt{\pi}\left(\sigma_{k}+j\right)}\binom{\theta_{k}-1}{j} \Gamma\left(\sigma_{k}+j+\frac{1}{2}\right) U\left(\sigma_{k}+j, \frac{1}{2}, b \omega_{k} \bar{\xi}_{k}\right) . \tag{4.44}
\end{equation*}
$$

Table 4.1: Notations and Simulation Parameters

| Notation | Parameter | Value |
| :--- | :--- | :--- |
| $P_{T}$ | Total transmit power | 30 dBm |
| $D$ | Total source to destination distance | 500 m |
| $f$ | Operating frequency | 28 GHz |
| $B$ | System bandwidth | 100 MHz |
| $\nu_{L}, \nu_{N}$ | LOS and NLOS path loss exponents | $2,3.3$ |
| $m_{L}, m_{N}$ | Nakagami-m parameters for LOS and NLOS | $3,2[3]$ |
| $G_{\max }, G_{\min }$ | Mases | half power beamwidth |
| $\phi$ | Blockage density | $18 \mathrm{dBi},-10 \mathrm{dBi}$ |
| $\eta_{b}$ | Average blockage length, width | $30^{\circ}$ |
| $\mathbb{E}[L], \mathbb{E}[W]$ | $5 \times 10^{-4}\left(1 / m^{2}\right)$ |  |
| $N_{0}$ | Noise power | $15 \mathrm{~m}, 15 \mathrm{~m}$ |

Proof. The proof follows similar to (4.23) by replacing $f_{\gamma_{k}}(x)$ with $f_{\xi_{k}}(x)$.
Proposition 14. For a class of coherent binary signaling, such as PSK and FSK, equivalent destination SER is given by

$$
\begin{equation*}
P_{\mathrm{eq}}=a \sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}} \sum_{m=0}^{n^{\dagger}} \frac{\kappa_{m}}{\sqrt{\pi}} \Gamma\left(m+\sigma k+\frac{1}{2}\right) U\left(m+\sigma k, \frac{1}{2}, b \omega \bar{\xi}\right) \tag{4.45}
\end{equation*}
$$

Proof. The proof follows similar to (4.23) by replacing $f_{\gamma_{k}}(x)$ with $f_{\xi_{\text {eq }}}(x)$.
Note that, SER expressions (4.42) through (4.45) provide the SER for binary modulations such as DBPSK and BPSK. The SER of MPSK, M-QAM and other modulations are not analyzed here. For this purpose, classical MGF techniques may also be useful [109], [110]. This further analysis is left as potential future work.

### 4.5 Results and Discussion

In this section, the analytical results are verified with Monte-Carlo simulations. Each simulation run has $10^{5}$ independent channel realizations. The simulation parameters are listed in Table 4.1. In all figures, curves and markers represent the analytical results and simula-


Figure 4.4: Coverage versus SNR thresholds for different $K$.
tion results, respectively. In all cases, the analytical and simulation results show a perfect match, verifying the correctness of the analytical derivations. The results are discussed separately for noise-limited and interference-limited regimes.

### 4.5.1 Noise-limited Regime

In Fig. 4.4, coverage probability in (4.10 is plotted for a varying number of hops to cover the total distance $D=500$ meters for the noise-limited scenario. The total distance is divided equally among $K$ hops and for the fairness in comparison, a constant total transmit power $P_{T}$ is used with $\mathcal{P}_{k}=P_{T} / K$ for $k=0, \cdots, K-1$. It is evident that the coverage improves with increasing $K$, which is evident by the right shift in the curves with $K$. For example, at $\gamma_{\text {th }}=5 \mathrm{~dB}$, SNR coverage improves from $40 \%$ to $96 \%$ when going from $K=2$ to $K=5$. However, the improvement in coverage probability diminishes with increasing $K$.

Fig. 4.5 plots the outage probability versus average per hop SNR for different number of hops and different SNR thresholds for noise-limited case. Outage probability is evaluated using $1-P_{\text {cov }}$ where $P_{\text {cov }}$ is from (4.10) and is computed for a given value of average SNR and SNR threshold. In addition, it is clearly seen that the outage probability increases significantly with the increase in SNR thresholds. However, the outage increases slightly


Figure 4.5: Outage Probability versus average per hop SNR for different SNR thresholds.


Figure 4.6: Coverage probability versus blockage density $(\eta)$ at $\gamma_{\text {th }}=10 \mathrm{~dB}$ for different number of hops (K), D = 500 m .
with the increasing number of hops from 2 to 5 . Note that, here the outage probability comparison is performed along average per hop SNR and, as a result, the increase in the number of hops appears to increase the outage probability due to the cumulative effect of outage events in each hop. However, in practice, when the number of hops is increased, average per hop SNR increases which corresponds to the decrease in outage probability (or increase in coverage probability) which is already discussed in Fig 4.4 .

Fig. 4.6 plots coverage probability in (4.10) as a function of blockage density $\eta$ for an SNR threshold of 10 dB . Note, in (4.10), it is used $p=e^{-\beta d}$ and $q=1-p$ with $\beta=\frac{2 \eta(\mathbb{E}[L]+\mathbb{E}[W])}{\pi}$ (Sec. 2.1.5) and $d=D / K$. The expected length and width of blockage objects are assumed to be 15 meters for urban and semi-urban areas. Typical building dimensions are close to these values [69]. The increasing number of hops clearly improves coverage for entire range of blockage density. For example, for a blockage environment with density $10^{-4}$ (100 blockage objects/ $\left./ \mathrm{km}^{2}\right)^{3}$, coverage improves from about $40 \%$ to $90 \%$ when the number of hops increases from 2 to 5 . This remarkable improvement illustrates the effectiveness of using multi-hop links to overcome mmW blockages. However, coverage probability flattens for the very highly dense distributions of objects. The reason is that all the links are then likely to be in NLOS state. The flattening point shifts right with the increased number of hops since the link distance decreases with increasing $K$ and LOS probability is higher for a shorter link. Practically, $10^{-2}$ is a very high density ( 10,000 blockage objects $/ \mathrm{km}^{2}$ ) and is shown here just to study the coverage in a very high density blockage environment.

To evaluate the data rate achievable with the number of hops, the rate coverage probability in (4.12) versus rate threshold is plotted for different number of hops in Fig. 4.7. As seen in the plots, the rate coverage increases by increasing the number of hops. This is because of the decreased per hop distance resulting in higher SNR. For example, 200 Mbps coverage improves from about $10 \%$ to about $87 \%$ when increasing $K$ from 2 to 5 . However, the coverage gain diminishes as $K$ keeps increasing, which suggests that a careful choice of the number of hops must be based on the required rate coverage.

In Fig. 4.8, the ergodic capacity of the noise limited multi-hop relay link versus the average per hop SNR in (4.13) is plotted. It is assumed that co-channel relay transmission
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Figure 4.7: Rate coverage vs rate threshold $(D=500) \mathrm{m}$.


Figure 4.8: Ergodic capacity vs $\bar{\gamma}, K=2,3,5$.


Figure 4.9: SER versus $\bar{\gamma}$ for DBPSK, BPSK and 4-QAM, $\mathrm{K}=3$.
is avoided only between immediate neighbors and alternately located relays can transmit in the same time slot. The plots show that, for a fixed $\bar{\gamma}$, ergodic capacity slightly decreases when the number of hops increases. As expected, the asymptotic capacity lines in (4.15) appear to converge to exact capacity for higher SNR values.

The effect of multi-hop transmission on the SERs of DBPSK, BPSK and 4-QAM versus average per hop SNR for $K=3$ is plotted in Fig. 4.9. To compare the two classes of SER expressions which consider the error occurring in any link or error occurring in the weakest SNR link, $P_{\mathrm{ub}}$ and $P_{\text {eq }}$ (Section 4.3.5) are plotted. The effect of increasing hops (not shown in the figures) shows that SER increases slightly with increasing $K=3$ to $K=5$ when SNR per hop is fixed. However, increasing the hops increases the average SNR per hop due to the decreased distance and higher LOS probability per hop, which can compensate for the increased SER due to multiple hops.

Fig. 4.10 plots the effect of total number of hops in ergodic capacity of the multi-hop network for different average SNRs. Clearly, the capacity is higher for higher value of $\bar{\gamma}$ and it decreases with increase in $K$ for given $\bar{\gamma}$. However, the capacity curves do not fall sharply because it is assumed that the multiplexing gain is fixed at $1 / 2$ and is independent of $K$. This signifies the suitability of multi-hop relays in mmW networks.


Figure 4.10: Ergodic capacity vs number of hops ( $K$ ) for different average per hop SNRs.

### 4.5.2 Interference-limited Regime

Fig. 4.11 plots coverage probability (4.34) for a varying number of hops to cover the total distance $D=500$ meters for interference-limited scenario. Similar to existing works [46], [96] dealing with interference-limited multi-hop links, a fixed number of interferers are considered at each relay and the destination independent of the number of hops $4^{4}$. Specifically, 5 NLOS interferers located at a distance of 100 meters from each node are assumed. The coverage improves with increasing $K$, which is evident by the right shift in the SIR curves with $K$. For example, at $\gamma_{\text {th }}=5 \mathrm{~dB}$, SIR coverage increases from $2 \%$ to $88 \%$ when $K$ goes from 2 to 5 . This trend is due to the smaller path loss in shorter links. Simulation results for the coverage probability considering both noise and interference (labeled SINR) are also plotted. As expected, the coverage is lower in this case compared to when only interference is considered. But the SINR coverage also improves with increase in the number of hops. The gap between the SIR and SINR curves increases with $K$ because of the following reason. When the number of hops increases, the distance of each hop decreases,
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Figure 4.11: Coverage versus SIR thresholds for different $K$.
which means a larger received power level of desired signal at the receiver of the hop. Since each relay is impaired by a fixed number of interferers, increasing $K$ does not affect much the interference level over a hop. Thus, when $K$ increases, the gap between SIR and SINR for a hop becomes larger. As a result, the gap between the end-to-end SIR and end-to-end SINR also increases.

Fig. 4.12 plots the outage probability versus average per hop SIR for different number of hops and different SIR thresholds. Outage probability is evaluated using $1-P_{\text {cov }}$ where $P_{\text {cov }}$ is in (4.34) and is computed for a given value of average SIR and SIR threshold. It is observed that, outages are almost identical to that for noise-limited scenario. In addition, it is clearly seen that the outage probability increases significantly with the increase in SIR thresholds. However, the outage increases slightly with the increasing number of hops from 2 to 5.

In Fig. 4.13, the ergodic capacity of the interference-limited network along average SIR per hop is plotted. Similar to noise limited scenario, the capacity decreases by increasing the number of hops when plotted against the average per hop SIR. For example, at $\bar{\xi}=10$ dB , it decreases from $1.3 \mathrm{bps} / \mathrm{Hz}$ to $1.2 \mathrm{bps} / \mathrm{Hz}$ when increasing the number of hops from 2 to 3. However, when $K$ increases, the average SIR increases resulting the capacity to


Figure 4.12: Outage Probability versus average per hop SIR for different SIR thresholds.


Figure 4.13: Ergodic capacity vs $\bar{\xi}, \mathrm{K}=2,3$.


Figure 4.14: SER versus $\bar{\xi}$ for BPSK for $\mathrm{K}=2$ and $\mathrm{K}=5$.
improve.
To study an interference limited scenario, the SER versus SIR is plotted in Fig. 4.14 for BPSK for $K=2$ and $K=5$. SER increases along with the increase in number of hops similar to that of the noise limited case. Likewise, $P_{\text {eq }}$ converges to $P_{\text {up }}$ for higher SIR values.

### 4.6 Summary

This chapter has analyzed the coverage, capacity and symbol error rates of the mmW multihop link in noise-limited and interference-limited scenarios. First the distribution of equivalent SNR is derived by considering the LOS and NLOS conditions of the individual links. Then the closed-form expressions for coverage probability, rate coverage, ergodic capacity, and symbol error rates for DBPSK, BPSK and Square-QAM modulations are derived. For interference-limited scenario, first the per-hop SIR distribution considering i.i.d. and i.n.i.d. interference powers is derived. Then, the capacity and SER for DBPSK and BPSK modulations are derived. Based on the presented analysis and numerical results, following observations can be made:

- The likelihood of the destination node to achieve a sufficient SNR improves signif-
icantly when multiple hops are used. However, if the per hop SNR is fixed, outage probability and SER get increased due to cumulative effect of outage events in each hop when the number of hops increases.
- The effect of the density of blocking objects in coverage probability is significant; however, it can be compensated by increasing the number of hops.
- The noise-limited and interference-limited scenarios show similar trend of ergodic capacity (decreasing with increasing number of hops) and symbol error rates (increasing with increasing number of hops) for a given SNR/SIR. However, actual received SNR/SIR is found to increase (Fig. 4.4, Fig. 4.11) due to shorter link lengths which compensate for decreased performance caused by increased number of hops.

For future work, interference analysis considering random spatial locations of the relays and interferers can be developed. Moreover, this work can be extended to study the SER of higher order modulation schemes such as M-QAM in interference-limited scenario.

## Chapter 5

## Two-Way Relay Selection in Millimeter Wave Networks

This chapter ${ }^{T}$ investigates the potential benefits of deploying two-way AF relays to help bidirectional data exchange between two end users in a mmW network. While the locations of the two end users are fixed, the locations of the potential relays are modeled as a homogeneous PPP. A relay is thus selected to maximize the minimum of the two users' end-to-end signal-to-noise ratios. For this system, the coverage probability is derived which shows that the considered relay selection significantly outperforms the random selection scheme in terms of coverage and average throughput.

### 5.1 Introduction

To overcome blockages and extend mmW links, densely placed relays have been investigated [20], [44], [81]. These works analyze coverage and rate of cellular mmW one-way relays, where the source nodes and relays are distributed in distinct PPPs [44]. However, the problem with one-way relays is that two end users require four time slots for a complete bidirectional data transfer, which can be accomplished in two time slots by using a two-way relay [71]. Thus, it potentially doubles spectral efficiency and has been extensively studied for conventional sub-6 GHz bands (dominant with small-scale fading) with typical issues such as channel estimation [34], [35] and performance analysis [28], [33], [111]. However, these works [28], [33]-[35], [111] and many similar sub-6 GHz contributions do not directly apply to mmW links which are fundamentally different due to directivity, path loss,
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Figure 5.1: Two-way relay network. Relay $R_{j}$ is selected from a set of potential relay nodes (triangles).
blockages, and the disparity of LOS and NLOS parameters [67]. These factors decrease coverage even for nearby nodes without the presence of relays [20]. To overcome impacts of these factors, the work in [81] proposes a directional mmW medium access protocol to overcome the blockage, and the work in [44] demonstrates the coverage improvement in a one-way relay aided mmW network.

Investigation of mmW two-way relaying has been lacking in the literature. Therefore, this work investigates the potential benefits of deploying two-way relays to help bidirectional data exchange between two end users. A relay is selected to maximize the minimum of the two users' end-to-end SNRs. Then the coverage probability is derived which shows that the considered relay selection significantly outperforms the random selection scheme in terms of coverage and spectral efficiency.

### 5.2 System Model

### 5.2.1 Network Modeling

Consider two-way AF relaying for two end users (namely, $u_{1}$ and $u_{2}$ ) at a distance $d$ (Fig. 5.1). The locations of potential relays in the entire $\mathbb{R}^{2}$ plane form a homogeneous PPP $\Phi$ of density $\lambda$. However, due to large path losses, only the nodes inside a circular disc $\mathcal{S}$ of radius $r_{d}(\gg d)$, centered at the mid-point of the two users are considered. The reason is as follows. Due to heavy path loss associated with a large distance, the potential
relay nodes outside of the circular disc $\mathcal{S}$ are unlikely to be able to provide relaying service. Thus, $\mathcal{S}$ is essentially equivalent to entire $\mathbb{R}^{2}$.

The homogeneous PPP $\Phi$ is a collection of points $\Phi=\left\{z_{1}, z_{2}, \ldots\right\}, z_{k} \in \mathbb{R}^{2}$. Here $z_{j}, j \in\{1,2, \ldots\}$ is the location of $j$-th relay $\left(R_{j}\right)$. The total number of relays in $\mathcal{S}, N$, is a Poisson r.v. with mean $\lambda \pi r_{d}^{2}$. The widely used PPP model captures the random locations of nodes and provides a tractable analysis [64]. This work assumes that the potential relay nodes are deployed without significant network planning; consequently, their locations are random. This scenario is perfectly modeled by a PPP.

All the potential relay nodes use mmW and are capable of directional beamforming. No direct link exists between $u_{1}$ and $u_{2}$ due to blockages and directivity, which necessitates the use of a relay. Also $u_{1}$ and $u_{2}$ are assumed to have the same transmit power $P$ and the $j$-th relay node transmits with output power $Q_{j}$. One node can serve as a central coordinator that gets all the channel state information and performs relay selection. Channel estimation can be done using pilots and additional methods [28]. The information on direction can be efficiently obtained using the existing methods [88].

### 5.2.2 Path Loss, Directivity and Blockage Modeling

The path loss model in discussed in Section 2.1.2 is used which incorporates the log-normal shadowing and distance-dependent path loss. The directivity is modeled as 2.7). In this analysis, first a perfect beam alignment between the communicating nodes, i.e., $u_{1}-R_{j}$ or $u_{2}-R_{j}$, is considered, which provides the effective antenna gain $G_{\text {eq }}=G_{\max }^{2}$ in a given link, and derive coverage probability. The misalignment of the beams is analyzed in Section 5.3.3,

The effect of blockages is modeled using the fixed LOS ball model [64], where two points within a distance $D$ have a constant probability $\omega$ of being in LOS (see Section 2.1.5). The parameters $\omega$ and $D$ are propagation environment dependent and obtained from geographic data [64].

### 5.2.3 SNR Modeling

Considering the $j$-th relay $\left(R_{j}\right)$ to be used, the SNR for the $u_{k}-R_{j},(k=1,2)$ link can be written as

$$
\begin{equation*}
\gamma_{u_{k}, R_{j}}=P \Gamma_{u_{k}, R_{j}} \tag{5.1}
\end{equation*}
$$

where $\Gamma_{u_{k}, R_{j}}$ incorporates the effect of path loss, blockage, beamforming gain at the transmitter and receiver, and noise power at the receiver, and is defined as

$$
\begin{equation*}
\Gamma_{u_{k}, R_{j}} \triangleq \frac{G_{\mathrm{eq}}}{N_{0}}\left(\frac{\omega}{L_{\mathrm{L}}\left(u_{k}, R_{j}\right)}+\frac{1-\omega}{L_{\mathrm{N}}\left(u_{k}, R_{j}\right)}\right) \tag{5.2}
\end{equation*}
$$

where $N_{0}$ is the noise power at the receiver, and $L_{l}\left(u_{k}, R_{j}\right)$ is from (2.4). The attenuation $L_{l}(a, b)[d B]$ can be written in linear scale as $L_{l}(a, b)=10^{\left(\beta_{l}+\mathcal{X}_{l}\right) / 10}\|a-b\|^{\alpha_{l}}$. Using the linear scale notations, (5.2) can be rewritten as

$$
\begin{equation*}
\Gamma_{u_{k}, R_{j}}=\underbrace{\mathcal{K} \omega e^{-\xi \mathcal{X}_{\mathrm{L}}} r_{k, j}^{-\alpha_{\mathrm{L}}}}_{\mathcal{Y}}+\underbrace{\mathcal{K}(1-\omega) e^{-\xi \mathcal{X}_{\mathrm{N}}} r_{k, j}^{-\alpha_{\mathrm{N}}}}_{\mathcal{Z}} \tag{5.3}
\end{equation*}
$$

where $\mathcal{K}=\frac{G_{\text {eq }} 10^{-\beta / 10}}{N_{0}}, \xi=\frac{\ln (10)}{10}$ is a constant used to convert dB to natural logarithm, $r_{k, j}$ is the distance between $u_{k}(k=1,2)$ and relay $R_{j}$, and $e^{-\xi \mathcal{X}_{\mathrm{L}}} \sim \mathcal{L N}\left(0, \xi^{2} \sigma_{\mathrm{L}}^{2}\right)$ and $e^{-\xi \mathcal{X}_{\mathrm{N}}} \sim \mathcal{L} \mathcal{N}\left(0, \xi^{2} \sigma_{\mathrm{N}}^{2}\right)$ are two independent log-normal r.v.s for LOS and NLOS links, respectively. Using the scaling property of log-normal r.v.s, the two summands in (5.3) satisfy $\mathcal{Y} \sim \mathcal{L N}\left(\ln \left(\mathcal{K} \omega r_{k, j}^{-\alpha_{\mathrm{L}}}\right), \xi^{2} \sigma_{\mathrm{L}}^{2}\right)$ and $\mathcal{Z} \sim \mathcal{L N}\left(\ln \left(\mathcal{K}(1-\omega) r_{k, j}^{-\alpha_{\mathrm{N}}}\right), \xi^{2} \sigma_{\mathrm{N}}^{2}\right)$. Then, the total sum $\Gamma_{u_{k}, R_{j}}$ can be approximated by a log-normal r.v. using the Fenton-Wilkinson method [112].

Using the channel reciprocity, the relay-to-user link $\left(R_{j}-u_{k}, k \in\{1,2\}\right)$ SNRs can be written as

$$
\gamma_{R_{j}, u_{k}}=Q_{j} \Gamma_{u_{k}, R_{j}} .
$$

The end-to-end receive $\operatorname{SNR} \gamma_{k, R_{j}}$ of $u_{k}, k \in\{1,2\}$ when relay $R_{j}(j=1,2, \ldots, N)$ is used can be written as [33, eq. (2)]

$$
\begin{equation*}
\gamma_{k, R_{j}}=\frac{P Q_{j} \Gamma_{u_{k}, R_{j}} \Gamma_{u_{\bar{k}}, R_{j}}}{1+\left(P+Q_{j}\right) \Gamma_{u_{k}, R_{j}}+P \Gamma_{u_{\bar{k}}, R_{j}}} \tag{5.4}
\end{equation*}
$$

where $\{\bar{k}\} \triangleq\{1,2\} \backslash\{k\}$.

### 5.3 Relay Selection

A relay is selected from $\Phi$ to maximize the reliability of both users $u_{1}$ and $u_{2}$, i.e., maximize the minimum of the two users' end-to-end SNRs. The selection criterion may thus be stated as

$$
\begin{equation*}
\mathcal{R}=\underset{j}{\arg \max } \min \left\{\gamma_{1, R_{j}}, \gamma_{2, R_{j}}\right\}, \tag{5.5}
\end{equation*}
$$

where $\gamma_{1, R_{j}}$ and $\gamma_{2, R_{j}}$ are the end-to-end SNRs given in (5.4).

### 5.3.1 Coverage Probability

With relay selection (5.5), coverage is defined as the event that the minimum end-to-end SNR of the two users is above a predefined threshold $\gamma_{\text {th }}$. Recall that the number of nodes in $\mathcal{S}, N$, is a Poisson r.v. with mean $\lambda|\mathcal{S}|$, where $|\mathcal{S}|=\pi r_{d}^{2}$ is the area of $\mathcal{S}$. For a realization of PPP with $N$ nodes, SNR with relay selection is given by

$$
\gamma_{\mathcal{R}}= \begin{cases}\max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{N}\right\}, & \text { if } N \neq 0  \tag{5.6}\\ 0, & \text { if } N=0\end{cases}
$$

where $\gamma_{\mathcal{R}}$ is the equivalent end-to-end $\operatorname{SNR}$ of selected relay $\mathcal{R}$, and $\gamma_{j}=\min \left\{\gamma_{1, R_{j}}, \gamma_{2, R_{j}}\right\}$. Subsequently, $\gamma_{j}$ will be denoted by $\gamma_{z}$ since it represents an arbitrary node in $\Phi$. From the properties of PPP, given $N=k>0$, the location $z$ is uniformly distributed in $\mathcal{S}$ and $\gamma_{z}$ 's are independent. Thus, with relay selection (5.5), the coverage probability can be evaluated as

$$
\begin{aligned}
\mathrm{P}_{\mathrm{cov}} & =\mathbb{P}\left(\gamma_{\mathcal{R}} \geq \gamma_{\mathrm{th}}\right) \\
& =1-\mathbb{P}\left(\max _{z \in \Phi} \gamma_{z} \leq \gamma_{\mathrm{th}}\right) \\
& \stackrel{(a)}{=} 1-\mathbb{E}_{\Phi}\left[\prod_{z \in \Phi} \mathbb{P}\left(\gamma_{z} \leq \gamma_{\mathrm{th}}\right)\right] \\
& \stackrel{(b)}{=} 1-\sum_{k=1}^{\infty} \mathbb{P}(N=k) \mathbb{E}_{z}\left[\prod_{z \in \Phi} F_{\gamma_{z}}\left(\gamma_{\mathrm{th}} \mid N=k\right)\right] \\
& \stackrel{(c)}{=} 1-\sum_{k=1}^{\infty} \frac{e^{-\lambda|\mathcal{S}|}(\lambda|\mathcal{S}|)^{k}}{k!} \mathbb{E}_{z}\left[F_{\gamma_{z}}\left(\gamma_{\mathrm{th}}\right)\right]^{k}
\end{aligned}
$$

$$
\begin{align*}
& =1-e^{-\lambda|\mathcal{S}|} \sum_{k=1}^{\infty} \frac{(\lambda|\mathcal{S}|)^{k}}{k!} \nu^{k} \\
& =1-e^{-\lambda|\mathcal{S}|}\left(e^{\lambda|\mathcal{S}| \nu}-1\right) \tag{5.7}
\end{align*}
$$

where ( $a$ ) follows from independence of individual $\gamma_{z}$ 's, in $(b)$ the sum starts from $k=1$ since it is assumed that $N=k>0,(c)$ uses the probability for Poisson distribution, and $\nu$ is the outage probability of a randomly located relay uniformly distributed over $\mathcal{S}$ and is given by [76]

$$
\begin{equation*}
\nu=\mathbb{E}_{z}\left[F_{\gamma_{z}}\left(\gamma_{\text {th }}\right)\right]=\frac{1}{|\mathcal{S}|} \int_{0}^{2 \pi} \int_{0}^{r_{d}} F_{\gamma_{z}}\left(\gamma_{\text {th }}\right) r d r d \theta \tag{5.8}
\end{equation*}
$$

where given $z, F_{\gamma_{z}}\left(\gamma_{\text {th }}\right)$ is the conditional CDF of end-to-end $\operatorname{SNR} \gamma_{z}$. The value of $\nu$ is then obtained numerically by averaging $F_{\gamma_{z}}\left(\gamma_{\text {th }}\right)$ over $\Phi$.

### 5.3.2 CDF expression of $\gamma_{z}$

Expression of $F_{\gamma_{z}}\left(\gamma_{\text {th }}\right)$ is needed to compute the outage probability $\nu$ in (5.8). To derive $F_{\gamma_{z}}\left(\gamma_{\text {th }}\right)$, the location of $R_{j}$ is conditioned to be $z$. Specifically, first the conditional CDF $F_{\gamma_{z}}\left(\gamma_{\text {th }}\right)$ of minimum end-to-end $\operatorname{SNR} \gamma_{j}=\min \left\{\gamma_{1, R_{j}}, \gamma_{2, R_{j}}\right\}$ conditioned on the location $z$ derived, and then its expected value is computed as in (5.8). For simplicity, the conditional notation is omitted.

Let $X \triangleq \Gamma_{u_{1}, R_{j}}$ and $Y \triangleq \Gamma_{u_{2}, R_{j}}$, where $X \sim \mathcal{L N}\left(\mu_{x}, \sigma_{x}^{2}\right)$ and $Y \sim \mathcal{L N}\left(\mu_{y}, \sigma_{y}^{2}\right)$. Now the CDF of $\min \left\{\gamma_{1, R_{j}}, \gamma_{2, R_{j}}\right\}$ can be written as [28]

$$
\begin{align*}
& F_{\gamma}\left(\gamma_{\mathrm{th}}\right)=1-\mathbb{P}\left(\min \left\{\gamma_{1, R_{j}}, \gamma_{2, R_{j}}\right\}>\gamma_{\mathrm{th}}\right) \\
& =1-\underbrace{\mathbb{P}\left(\gamma_{2, R_{j}}>\gamma_{\mathrm{th}}, X<Y\right)}_{P r_{1}}-\underbrace{\mathbb{P}\left(\gamma_{1, R_{j}}>\gamma_{\mathrm{th}}, X>Y\right)}_{P r_{2}} . \tag{5.9}
\end{align*}
$$

Here $P r_{1}$ is given by

$$
\begin{aligned}
P r_{1} & =\mathbb{P}\left(\frac{P Q_{j} X Y}{P X+\left(P+Q_{j}\right) Y+1}>\gamma_{\mathrm{th}}, X<Y\right) \\
& =\int_{a}^{\infty} \mathbb{P}\left(y>\max \left\{x, \frac{(1+P x) \gamma_{\mathrm{th}}}{P Q_{j} x-\left(P+Q_{j}\right) \gamma_{\mathrm{th}}}\right\}\right) f_{X}(x) d x \\
& =\int_{a}^{b} \mathbb{P}\left(y>\frac{(1+P x) \gamma_{\mathrm{th}}}{P Q_{j} x-\left(P+Q_{j}\right) \gamma_{\mathrm{th}}}\right) f_{X}(x) d x+\int_{b}^{\infty} \mathbb{P}(y>x) f_{X}(x) d x
\end{aligned}
$$

$$
\begin{equation*}
=\int_{a}^{b} \int_{c_{1}}^{\infty} f_{Y}(y) f_{X}(x) d y d x+\int_{b}^{\infty} \int_{x}^{\infty} f_{Y}(y) f_{X}(x) d y d x \tag{5.10}
\end{equation*}
$$

where $c_{1}=\frac{(1+P x) \gamma_{\text {th }}}{P Q_{j} x-\left(P+Q_{j}\right) \gamma_{\text {th }}}, a=\frac{P+Q_{j}}{P Q_{j}} \gamma_{\text {th }}$, and $b=\frac{\left(2 P+Q_{j}\right) \gamma_{\text {th }}+\sqrt{\left(2 P+Q_{j}\right)^{2} \gamma_{\mathrm{th}}^{2}+4 P Q_{j} \gamma_{\text {th }}}}{2 P Q_{j}}$. Similarly, $P r_{2}$ can be derived as

$$
\begin{align*}
\operatorname{Pr}_{2} & =\mathbb{P}\left(\frac{P Q_{j} X Y}{\left(P+Q_{j}\right) X+P Y+1}>\gamma_{\mathrm{th}}, X>Y\right) \\
& =\int_{b}^{\infty} \mathbb{P}\left(y>\frac{\left(1+\left(P+Q_{j}\right) x\right) \gamma_{\mathrm{th}}}{P Q_{j} x-P \gamma_{\mathrm{th}}}, y<x\right) f_{X}(x) d x \\
& =\int_{b}^{\infty} \int_{c_{2}}^{x} f_{Y}(y) f_{X}(x) d y d x \tag{5.11}
\end{align*}
$$

where $c_{2}=\frac{\left(1+\left(P+Q_{j}\right) x\right)_{\text {th }}}{P Q_{j} x-P \gamma_{\mathrm{th}}}$. Now, by substituting (5.10) and (5.11) in (5.9), $F_{\gamma}\left(\gamma_{\mathrm{th}}\right)$ is given by

$$
\begin{align*}
F_{\gamma}\left(\gamma_{\text {th }}\right)=1 & -\int_{a}^{b} \int_{c_{1}}^{\infty} f_{Y}(y) d y f_{X}(x) d x-\int_{b}^{\infty} \int_{c_{2}}^{\infty} f_{Y}(y) d y f_{X}(x) d x \\
=1 & -\int_{a}^{b} Q\left(\frac{\ln c_{1}-\mu_{y}}{\sigma_{y}}\right) \frac{1}{\sqrt{2 \pi} x \sigma_{x}} \exp \left(-\frac{\left(\ln x-\mu_{x}\right)^{2}}{2 \sigma_{x}^{2}}\right) d x \\
& -\int_{b}^{\infty} Q\left(\frac{\ln c_{2}-\mu_{y}}{\sigma_{y}}\right) \frac{1}{\sqrt{2 \pi} x \sigma_{x}} \exp \left(-\frac{\left(\ln x-\mu_{x}\right)^{2}}{2 \sigma_{x}^{2}}\right) d x \tag{5.12}
\end{align*}
$$

where $Q(\cdot)$ is the upper tail probability of the standard Gaussian distribution. Now by substituting $\frac{\ln x-\mu_{x}}{\sqrt{2} \sigma_{x}}=u$ in the resulting expression, $F_{\gamma}\left(\gamma_{\text {th }}\right)$ can be written as

$$
\begin{equation*}
F_{\gamma}\left(\gamma_{\text {th }}\right)=1-\frac{1}{\sqrt{\pi}} \int_{a^{\prime}}^{b^{\prime}} Q\left(\frac{\ln c_{1}^{\prime}-\mu_{y}}{\sqrt{2} \sigma_{y}}\right) e^{-u^{2}} d u-\frac{1}{\sqrt{\pi}} \int_{b^{\prime}}^{\infty} Q\left(\frac{\ln c_{2}^{\prime}-\mu_{y}}{\sqrt{2} \sigma_{y}}\right) e^{-u^{2}} d u \tag{5.13}
\end{equation*}
$$

where $a^{\prime}=\frac{\ln a-\mu_{x}}{\sqrt{2} \sigma_{x}}, b^{\prime}=\frac{\ln b-\mu_{x}}{\sqrt{2} \sigma_{x}}$, and $c_{1}^{\prime}$ and $c_{2}^{\prime}$ are obtained by substituting $x=e^{\left(\mu_{x}+\sqrt{2} \sigma_{x} u\right)}$ in $c_{1}$ and $c_{2}$, respectively. The integrals in (5.13) can now be calculated with one sided Gauss-Hermite Quadrature rule [113], i.e.,

$$
\int_{t_{1}}^{t_{2}} f(u) e^{-u^{2}} d u=\int_{0}^{t_{2}} f(u) e^{-u^{2}} d u-\int_{0}^{t_{1}} f(u) e^{-u^{2}} d u
$$



Figure 5.2: Coverage vs. SNR threshold for several relay densities.

$$
\begin{equation*}
=\sum_{i=1}^{M} w_{2, i} f\left(u_{2, i}\right)-\sum_{i=1}^{M} w_{1, i} f\left(u_{1, i}\right) \tag{5.14}
\end{equation*}
$$

where $f(u)$ represents the Q -function in each integral of (5.13), the weights $w_{k, i}$ and abscissas $u_{k, i}$ are real numbers calculated based on [113] for range of 0 and $t_{k}, k \in\{1,2\}$. Here, $M$ is the number of abscissas used to calculate the integral, which gives the tradeoff in accuracy and computation time. Here, $M=5$ is found to be sufficiently close to the simulation results. In calculating the sum in (5.14), only the abscissas that fall in the domain of integral are used and the rest are ignored.

### 5.3.3 Coverage Probability with Beam Alignment Errors

In Section 5.2.2, coverage (5.7) is derived for no beam alignment errors. However, in practice, perfect beam alignment may be difficult to achieve. Therefore, the case with beam alignment error is considered next. From Section 2.1.4, the effective antenna gains $G_{\text {eq } 1}$ for the $u_{1}-R_{j}$ link and $G_{\text {eq } 2}$ for the $u_{2}-R_{j}$ link have the PDF given in (2.8). Next, considering that the two links are independent, the overall coverage probability $\mathrm{P}_{\text {cov }}$ is given by 3.31) with $\mathrm{P}_{\mathrm{cov}, S R D}(\cdot, \cdot)$ replaced by $\mathrm{P}_{\mathrm{cov}}(\cdot, \cdot)$.


Figure 5.3: Coverage vs. SNR threshold for different beam alignment errors ( $\sigma_{\mathrm{E}}$ ), when $\phi=30^{\circ}$ and $\lambda=20 / \mathrm{km}^{2}$.

### 5.4 Numerical Results and Simulations

In this section, the analytical results are verified with Monte-Carlo simulation ( $10^{5}$ independent PPP realizations). It is considered that a carrier frequency of 73 GHz with bandwidth $B=1 \mathrm{GHz}$ is used and all nodes have directional antennas with gains $G_{\max }=18 \mathrm{~dB}$ and $G_{\text {min }}=-10 \mathrm{~dB}$. Other parameters are set as follows: $\alpha_{\mathrm{L}}=2, \alpha_{\mathrm{N}}=3.3, \sigma_{\mathrm{L}}=5.2 \mathrm{~dB}$ and $\sigma_{\mathrm{N}}=7.6 \mathrm{~dB}$ [64]. The transmit power of 30 dBm is used for all the nodes, i.e., $u_{1}$ and $u_{2}$ and the selected relay. In the figures, the curves represent analysis, and the markers are for simulated results. Clearly, analytical results match exactly with simulations, verifying the correctness of the analysis.

Fig. 5.2 plots coverage probability versus the SNR threshold for the selected relay in (5.5) and that of a random relay, for various node densities. It can be observed that as the node density increases from $10 / \mathrm{km}^{2}$ to $100 / \mathrm{km}^{2}$, the coverage improves from $20 \%$ to $90 \%$ for a 15 dB threshold. Fig. 5.3 plots the effect of beam alignment error on coverage probability. It can be observed that for small beam alignment error ( $\sigma_{\mathrm{E}}$ ) of up to 5 degrees, the performance is close to that of perfect beam alignment case. However, when $\sigma_{\mathrm{E}}$ increases to 7 degrees, the coverage probability decreases for both the random relay selection and the


Figure 5.4: Average user throughput for different SNR thresholds.
best relay selection and it decreases significantly when $\sigma_{\mathrm{E}}$ reaches 10 degrees.
Fig. 5.4 shows the effect of relay density on average user throughput, which is calculated as $C=B \mathrm{P}_{\text {cov }} \log _{2}\left(1+\gamma_{\text {th }}\right)$. The achieved throughput with a random relay is always less than that of the optimally selected relay per (5.5), and increasing the relay density increases the throughput of the system.

### 5.5 Summary

The problem of two-way AF mmW relay selection is studied in this chapter. The challenge is to improve the bidirectional communication between two fixed end users. The locations of potential relay nodes are modeled as a homogeneous PPP. The best relay is selected to maximize the minimum end-to-end SNR (for $u_{1}$ and $u_{2}$ ). The exact CDF of the minimum end-to-end SNR with a random relay is derived first, and used it to get the coverage probability of relay selection (5.5). It is found that relay selection (5.5) provides significantly better coverage and spectral efficiency compared to the random selection scheme. Increasing the node density also improves coverage due to spatial diversity. Overall, two-way relay selection in mmW networks appears to offer significant benefits.

## Chapter 6

## Coverage Analysis of Cooperative NOMA in Millimeter Wave Networks

This chapter analyzes the coverage probability of a cooperative non-orthogonal multiple access (NOMA) mmW network consisting of source $(S)$ and destination $(D)$ pair without a direct link between them. A relay $(R)$ is selected from a set of users distributed as a homogeneous Poisson point process (PPP). The selection process has two steps. First, the users that meet a rate threshold are selected to be the decoding set. Second, from the decoding set, a relay is selected that is nearest to $S$ or nearest to $D$. The $S$ to $R$ channel is NOMA. Although user locations form a homogeneous PPP, the decoding set is an inhomogeneous PPP. Therefore, by characterizing its spatial density (location dependent) the coverage probability is derived. It is shown that compared to orthogonal multiple access, NOMA provides higher coverage for these two relay-selection schemes. The coverage probability of random relay selection is also derived to quantify the benefits of relay selection in mmW NOMA.

### 6.1 Introduction

NOMA is a paradigm shift from traditional orthogonal multiple access (OMA) because it allows multiple users to share the same resource block. This creates a potential trade-off between interference and spectral efficiency, which is achieved via power domain multiplexing and successive interference cancellation [57]. Compared to OMA, NOMA offers higher sum rates, lower outage and improved fairness. Since mmW NOMA networks facilitate higher spectral efficiency and an abundance of spectrum, their coverage and rate performance with beam misalignment [114] and outage performance with random beam-
forming [58] have been analyzed. On the other hand, high path losses and blockage, which shrink the coverage area in mmW communications [20], can be mitigated via the use of relays [44], [55], [59]. In this situation, NOMA can improve the spectral efficiency of relays, and relays in turn can mitigate blockages and extend the link distance. Thus, the best of both spectral efficiency and coverage can be achieved. This use of relays leads to cooperative NOMA.

In cooperative NOMA, a user with a strong channel relays the data to a user with weaker channel, which improves outage and sum rate performance significantly [61]. Although studied extensively for sub-GHz bands (see [61], [62] and references therein), an analysis of cooperative mmW NOMA has remained absent thus far. This letter fills this gap by characterizing the ability of destination $(D)$ to achieve a sufficient signal-to-noise ratio (SNR) and the ability of both relay $(R)$ and $D$ to meet the rate requirements for a simple cooperative NOMA mmW network. In this network, $R$ is selected from a pool of user nodes, and there is no direct link from source $S$ to $D$. In the context of cellular networks, $S$ may be thought as a base-station, the pool as a collection of the cell users and $D$ as a cell-edge user. The selected user of the pool will act as $R$. So $R$-to- $D$ channel is a direct device-to-device channel [115]. Here, $S$ has separate data symbols to transmit to both $R$ and $D$. For this, OMA would require a total of three time slots: one time slot to transmit $R$ 's data, and two time slots to transmit $D$ 's data via $R$. In contrast, if NOMA is used, superimposed data of $R$ and $D$ can be transmitted in first time slot, and $R$ can transmit $D$ 's data in the next slot, decreasing the required number of time slots from three to two, which improves spectral efficiency.

### 6.2 System Model

Consider a source $(S)$, a destination $(D)$ and a set of users which are distributed in a circular disc $\mathcal{D}$ of radius $\mathcal{R}$ as a homogeneous Poisson point process (PPP) $\Phi$ with a density $\lambda$. No direct link from $S$ to $D$ is assumed, and a relay $R$ is selected from active users that are receiving data from $S$. Here, only the relays that are in line of sight (LOS) from $S$ and $D$ are considered because non line of sight path losses exceed 20 dB or more over LOS links [20]. A link of length $d$ becomes LOS with probability of $e^{-\beta d}$ where $\beta=\frac{2 \mu(\mathbb{E}[L]+\mathbb{E}[W])}{\pi}$ is a blockage parameter in which $\mu$ is the blockage density, and $\mathbb{E}[L]$ and $\mathbb{E}[W]$ respectively,
are the average length and width of the blockage objects [69]. In this case, $S$ simultaneously transmits $x_{R}$ and $x_{D}$, intended for $R$ and $D$, respectively, using NOMA with power scaling factors $a_{R}$ and $a_{D}$ where $a_{R}^{2}+a_{D}^{2}=1$. The required data rate at $D$ is considered lower than that at $R$, and consequently, it is required that $a_{R}<a_{D}$ [57]. In the first time-slot, $S$ transmits the superimposed symbols to the selected relay (relay selection in Section 6.3). The received signal at $R$ can be written as

$$
\begin{equation*}
y_{R}=h_{S R}\left(a_{R} x_{R}+a_{D} x_{D}\right) \sqrt{P_{S} G_{S} G_{R} \Psi} d_{S R}^{-\alpha / 2}+w_{R} \tag{6.1}
\end{equation*}
$$

where $h_{S R}$ is small scale fading in $S-R$ link, $P_{S}$ is the total transmit power at $S, G_{S}$ and $G_{R}$ are the directional antenna gains at $S$ and $R$, respectively, $\Psi=\frac{c}{4 \pi f}$ is a path loss at 1 meter distance and $c$ and $f$ are the speed of light in free space and the operating mmW frequency, $d_{S R}$ is the distance between $S$ and $R, \alpha$ is the path loss exponent, and $w_{R}$ is the additive white Gaussian noise (AWGN) at $R$. Now, $R$ first decodes $x_{D}$ by treating the $x_{R}$ term as interference, which will result in the signal to interference-plus-noise ratio (SINR) of [57]

$$
\begin{equation*}
\gamma_{R, D}=\frac{P_{S} \Psi G_{S} G_{R} h_{S R}^{2} d_{S R}^{-\alpha} a_{D}^{2}}{P_{S} \Psi G_{S} G_{R} h_{S R}^{2} d_{S R}^{-\alpha} a_{R}^{2}+N_{0}} . \tag{6.2}
\end{equation*}
$$

Next, with error free decoding, $R$ removes the $x_{D}$ term from $y_{R}$ and decodes its own symbol $x_{R}$. The SNR at $R$ to decode $x_{R}$ is thus

$$
\begin{equation*}
\gamma_{R, R}=\frac{P_{S} \Psi G_{S} G_{R} h_{S R}^{2} d_{S R}^{-\alpha} a_{R}^{2}}{N_{0}} \tag{6.3}
\end{equation*}
$$

Next, $R$ forwards $x_{D}$ to $D$. The received signal at $D$ is

$$
\begin{equation*}
y_{D}=h_{R D} x_{D} \sqrt{P_{R} G_{R} G_{D} \Psi} d_{R D}^{-\alpha / 2}+w_{D}, \tag{6.4}
\end{equation*}
$$

where $h_{R D}$ is small scale fading in $R-D$ link, $P_{R}$ is the transmit power of $R, G_{D}$ is the directional antenna gain at $D, d_{R D}$ is the distance between $R$ and $D$, and $w_{D}$ is the AWGN at $D$. Now, the received SNR at $D$ is given by

$$
\begin{equation*}
\gamma_{D}=\frac{P_{R} \Psi G_{R} G_{D} h_{R D}^{2} d_{R D}^{-\alpha}}{N_{0}} . \tag{6.5}
\end{equation*}
$$

The fading parameters $h_{S R}$ and $h_{R D}$ are assumed to be Nakagami-m distributed. Thus, channel power gains $\left|h_{S R}\right|^{2}$ and $\left|h_{R D}\right|^{2}$ are Gamma random variables (r.v.) with probability density function (PDF) $f_{X}(x)=\frac{\nu^{m}}{\Gamma(m)} x^{m-1} e^{-\nu x}, x>0$, with shape parameter $m \geq 1$ and rate parameter $\nu>0$.

### 6.3 Coverage Analysis

Coverage is the probability that both $R$ and $D$ meet their individual data rate requirements $R_{R}$ and $R_{D}$, respectively. Thus, SINR or SNR thresholds of $\tau_{R}=2^{2 R_{R}}-1$ and $\tau_{D}=2^{2 R_{D}}-1$ must be met while decoding the data of $R$ and $D$, respectively. Therefore, coverage depends on two events - (1) a relay can successfully decode its own message and the message for $D$ in the first time slot, and (2) in the second time slot, $D$ successfully decodes its message from $R$.

### 6.3.1 Relay Selection

Since multiple nodes are capable of decoding and forwarding data to $D$, selecting the best among them improves coverage. Therefore, several relay selection strategies are analyzed and compared for their coverage performances.

## Selection scheme $1\left(\mathcal{S}_{1}\right)$ : Nearest to source relay selection

Consider the source $S$ to be at origin, and $D$ is at $(L, 0)$ in polar coordinate system and an arbitrary relay is located at $(r, \theta)$. With this, the location dependent distance between an arbitrary relay to $D$ is $d_{R D}=\sqrt{r^{2}-2 r L \cos (\theta)+L^{2}} \triangleq \rho$, and denote $d_{S R}=r$. This scheme works as follows: first, a set of nodes that can decode $S$ 's message to $D$ and successfully transmit it to $D$ is selected. This set is called the decoding set, which is an inhomogeneous PPP $\hat{\Phi}_{1}$ because it is a subset of $\Phi$ and the selection of its members is influenced by path loss and blockage, i.e., selection is not random. The density function of the inhomogeneous PPP $\hat{\Phi}_{1}, \hat{\lambda}_{1}(r, \theta)$, is described in Lemma 13. Second, a relay is selected from the the decoding set.

Lemma 13. The density function of the decoding set $\hat{\Phi}_{1}$ is characterized by

$$
\begin{equation*}
\hat{\lambda}_{1}(r, \theta)=\lambda \mathrm{e}^{-\beta(r+\rho)} \exp \left(-\nu\left(\xi_{D} r^{\alpha}+\zeta_{D} \rho^{\alpha}\right)\right) \sum_{n=0}^{m-1} \sum_{k=0}^{m-1} \frac{\nu^{n+k}}{n!k!} \xi_{D}^{n} \zeta_{D}^{k} r^{n \alpha} \rho^{k \alpha}, \tag{6.6}
\end{equation*}
$$

where $\xi_{D}=\frac{\tau_{D} N_{0}}{P_{S} \Psi G_{S} G_{R}\left(a_{D}^{2}-a_{R}^{2} \tau_{D}\right)}$ and $\zeta_{D}=\frac{\tau_{D} N_{0}}{P_{R} \Psi G_{R} G_{D}}$.
Proof. A relay in $\Phi$ is retained in $\hat{\Phi}_{1}$ if it can decode the message for $D$ in the first time slot and can successfully deliver this message to $D$ in the second time slot. Let $P_{1}$ be the probability that a relay meets the above criteria, which can be written mathematically as

$$
\begin{align*}
P_{1} & =\mathbb{P}\left(\gamma_{R, D} \geq \tau_{D}, \gamma_{D} \geq \tau_{D}\right) \\
& \stackrel{(a)}{=} \mathbb{P}\left(\gamma_{R, D} \geq \tau_{D}\right) \mathbb{P}\left(\gamma_{D} \geq \tau_{D}\right) \\
& \stackrel{(b)}{=} \mathbb{P}\left(h_{S R}^{2} \geq \xi_{D} r^{\alpha}\right) \mathbb{P}\left(h_{R D}^{2} \geq \zeta_{D} \rho^{\alpha}\right) \\
& \stackrel{(c)}{=} \exp \left(-\nu\left(\xi_{D} r^{\alpha}+\zeta_{D} \rho^{\alpha}\right)\right) \sum_{n=0}^{m-1} \sum_{k=0}^{m-1} \frac{\nu^{n+k}}{n!k!} \xi_{D}^{n} \zeta_{D}^{k} r^{n \alpha} \rho^{k \alpha}, \tag{6.7}
\end{align*}
$$

where $(a)$ is due to the independence of two events, $(b)$ is obtained using (6.2) and (6.5), and $(c)$ is obtained using the complimentary cumulative distribution function (CCDF) of Gamma r.v. with an integer-valued shape parameter $m$. It is also assumed $a_{D}^{2}>a_{R}^{2} \tau_{D}$, otherwise the coverage probability will be automatically zero. This assumption is widely used in the analysis of NOMA networks [61], [62]. Now, using the LOS probabilities of $\mathrm{e}^{-\beta r}$ and $\mathrm{e}^{-\beta \rho}$ in $S-R$ and $R-D$ links, respectively, and by thinning $\Phi$ with $P_{1}$, 6.6) is obtained.

The average size of the decoding set $\hat{\Phi}_{1}$ is given by

$$
\begin{equation*}
\hat{\Lambda}_{\mathcal{D}, 1}=\int_{\theta=0}^{2 \pi} \int_{r=0}^{\mathcal{R}} \hat{\lambda}_{1}(r, \theta) r d r d \theta \tag{6.8}
\end{equation*}
$$

The relay from this set that is closest to $S$ is selected. This selection achieves the maximum average SNR at $R$. To derive coverage probability, distribution of the distance of the selected relay from $\hat{\Phi}_{1}$ from $S$ is required, which is given in Lemma 14 .

Lemma 14. The PDF of the distance of the nearest relay $\hat{\Phi}_{1}$ from $S$ is given by

$$
\begin{equation*}
f_{r}(z)=z \hat{\lambda}_{1}(z, \theta) \exp \left(-\int_{\theta=0}^{2 \pi} \int_{r=0}^{z} \hat{\lambda}_{1}(r, \theta) r d r d \theta\right) . \tag{6.9}
\end{equation*}
$$

Proof. Let $z$ be the distance from $S$ to the nearest relay in $\hat{\Phi}_{1}$. This means no relay is located within a circle centered at $S$ with radius $z$, which corresponds to the void probability
of the PPP $\hat{\Phi}_{1}$, given by

$$
\begin{equation*}
\tilde{F}_{r}(z)=\mathbb{P}(r>z)=\exp \left(-\int_{\theta=0}^{2 \pi} \int_{r=0}^{z} \hat{\lambda}_{1}(r, \theta) r d r d \theta\right) \tag{6.10}
\end{equation*}
$$

Now, using $f_{r}(z)=-\frac{\tilde{F}_{r}(z)}{d z}$, 6.9) is obtained.
Theorem 5. The coverage probability of the selection scheme $\mathcal{S}_{1}$ is given by

$$
\begin{align*}
P_{\mathrm{cov}}^{\mathcal{S}_{1}}= & \lambda \sum_{j=0}^{m-1} \sum_{k=0}^{m-1} \sum_{n=0}^{m-1} \frac{\nu^{j+k+n}}{j!k!n!} \xi_{R}^{j} \xi_{D}^{n} \zeta_{D}^{k} \int_{\theta=0}^{2 \pi} \int_{z=0}^{\mathcal{R}} e^{-\beta\left(z+\rho_{z}\right)} e^{-\nu\left(\left(\xi_{D}+\xi_{R}\right) z^{\alpha}+\zeta_{D} \rho_{z}^{\alpha}\right)} z^{\alpha(j+n)} \rho_{z}^{\alpha k} \\
& \times \exp \left(-\lambda \sum_{n=0}^{m-1} \sum_{k=0}^{m-1} \frac{\nu^{n+k}}{n!k!} \xi_{D}^{n} \zeta_{D}^{k} r^{\alpha n} \rho^{\alpha k} \int_{\theta=0}^{2 \pi} \int_{r=0}^{z} e^{-\beta(r+\rho)} e^{-\nu\left(\xi_{D} r^{\alpha}+\zeta_{D} \rho^{\alpha}\right)} r d r d \theta\right) \\
& \times z d z d \theta \tag{6.11}
\end{align*}
$$

where $\rho_{z}=\sqrt{z^{2}-2 z L \cos (\phi)+L^{2}}$.
Proof. Here, coverage is the probability that the selected relay from $\hat{\Phi}_{1}$ meets the SNR threshold $\tau_{R}$. Mathematically,

$$
\begin{align*}
P_{\mathrm{cov}}^{\mathcal{S}_{1}} & =\mathbb{P}\left(\gamma_{R, R} \geq \tau_{R}\right)=\mathbb{P}\left(h_{S R}^{2} \geq \frac{\tau_{R} N_{0} r^{\alpha}}{P_{S} \Psi G_{S} G_{R}}\right) \\
& =\mathbb{E}_{r}\left[\exp \left(-\nu \xi_{R} r^{\alpha}\right) \sum_{j=0}^{m-1} \frac{\nu^{j}}{j!}\left(\xi_{R} r^{\alpha}\right)^{j}\right] \tag{6.12}
\end{align*}
$$

where $\xi_{R}=\frac{\tau_{R} N_{0}}{P_{S} \Psi G_{S} G_{R}}$. Now, by taking the expectation in (6.12) over $f_{r}(z)$ in (6.9), (6.11) is obtained.

## Selection scheme $2\left(\mathcal{S}_{2}\right)$ : Nearest to destination relay selection

To make the analysis tractable, the origin is shifted to the location of $D$ so that $S$ is located at $(L, \pi)$ in polar coordinates. An arbitrary relay is located at $(l, \phi)$ and its distance from $S$ is given by $d_{S R}=\sqrt{l^{2}+2 l L \cos (\phi)+L^{2}} \triangleq \delta$, and denote $d_{R D}=l$. This displacement of origin does not affect the performance when radius $\mathcal{R}$ of user disc $\mathcal{D}$ is much larger than $L$, and is used just to aid the tractability of the analysis. Here, a decoding set is formed again. In this case, the decoding set includes the nodes that can meet the rate requirements of $R$
and $D$ in the first hop. This means, the conditions $\gamma_{R, D} \geq \tau_{D}$ and $\gamma_{R, R} \geq \tau_{R}$ are met by the decoding set of relays which forms an inhomogeneous PPP, denoted by $\hat{\Phi}_{2}$ with a density function $\hat{\lambda}_{2}(l, \phi)$ given in Lemma 3.

Lemma 15. The density function of the decoding set $\hat{\Phi}_{2}$ is given by

$$
\begin{equation*}
\hat{\lambda}_{2}(l, \phi)=\lambda \mathrm{e}^{-\beta \delta} \mathrm{e}^{-\nu \eta \delta^{\alpha}} \sum_{n=0}^{m-1} \frac{\nu^{n}}{n!} \eta^{n} \delta^{n \alpha}, \tag{6.13}
\end{equation*}
$$

where $\eta=\xi_{D}$ if $\frac{\tau_{D}}{1+\tau_{D}}<a_{D}^{2} \leq \frac{\tau_{D}\left(1+\tau_{R}\right)}{\tau_{R}\left(1+\tau_{D}\right)}$ and $\eta=\xi_{R}$ if $\frac{\tau_{D}\left(1+\tau_{R}\right)}{\tau_{R}\left(1+\tau_{D}\right)} \leq a_{D}^{2}<1$.
Proof. Let $P_{2}$ be the probability that a relay in $\Phi$ is retained in $\hat{\Phi}_{2}$, which can be written mathematically as

$$
\begin{align*}
P_{2} & =\mathbb{P}\left(\gamma_{R, D} \geq \tau_{D}, \gamma_{R, R} \geq \tau_{R}\right) \\
& =\mathbb{P}\left(h_{S R}^{2} \geq \xi_{D} \delta^{\alpha}, h_{S R}^{2} \geq \xi_{R} \delta^{\alpha}\right) \\
& =\mathbb{P}\left(h_{S R}^{2} \geq \delta^{\alpha} \max \left\{\xi_{D}, \xi_{R}\right\}\right) . \tag{6.14}
\end{align*}
$$

Here, if the power allocation factors $a_{R}$ and $a_{D}$ are fixed, closed form expression of $P_{2}$ can be derived. Since it is assumed that $a_{D}^{2}>a_{R}^{2} \tau_{D}, a_{D}$ must satisfy $a_{D}^{2}>\frac{\tau_{D}}{1+\tau_{D}}$, and the coverage is zero for $0 \leq a_{D}^{2} \leq \frac{\tau_{D}}{1+\tau_{D}}$. It can be shown by simple mathematical manipulations that $\xi_{D}>\xi_{R}$ if $a_{D}$ satisfies $\frac{\tau_{D}}{1+\tau_{D}}<a_{D}^{2} \leq \frac{\tau_{D}\left(1+\tau_{R}\right)}{\tau_{R}\left(1+\tau_{D}\right)}$, and $\xi_{D}<\xi_{R}$ if $a_{D}$ satisfies $\frac{\tau_{D}\left(1+\tau_{R}\right)}{\tau_{R}\left(1+\tau_{D}\right)} \leq a_{D}^{2}<1$. Then, using the CCDF of Gamma r.v., $P_{2}$ can be written as

$$
\begin{equation*}
P_{2}=\exp \left(-\nu \eta \delta^{\alpha}\right) \sum_{n=0}^{m-1} \frac{\nu^{n}}{n!} \eta^{n} \delta^{n \alpha} \tag{6.15}
\end{equation*}
$$

Now, using the LOS probabilities of $\mathrm{e}^{-\beta \delta}$ in $S-R$ link, and by thinning $\Phi$ with $P_{2}$, 6.13) is obtained.

Then, the average number of relays in $\hat{\Phi}_{2}$ is given by

$$
\begin{equation*}
\hat{\Lambda}_{\mathcal{D}, 2}=\lambda \sum_{n=0}^{m-1} \frac{(\nu \eta)^{n}}{n!} \int_{\phi=0}^{2 \pi} \int_{l=0}^{\mathcal{R}} e^{-\beta \delta-\nu \eta \delta^{\alpha}} \delta^{n \alpha} l d l d \phi \tag{6.16}
\end{equation*}
$$

Next, an LOS relay is selected from $\hat{\Phi}_{2}$ that is closest to $D$. This is equivalent to selecting a relay that provides a maximum average SNR at $D$. In Theorem 6, the coverage probability of this selection scheme is provided.

Theorem 6. The coverage probability of the selection scheme $\mathcal{S}_{2}$ is given by

$$
\begin{align*}
P_{\mathrm{cov}}^{\mathcal{S}_{2}}= & \lambda \sum_{j=0}^{m-1} \sum_{n=0}^{m-1} \frac{\nu^{j+n}}{j!n!} \zeta_{D}^{j} \eta^{n} \int_{\phi=0}^{2 \pi} \int_{z=0}^{\mathcal{R}} e^{-\nu\left(\zeta_{D} z^{\alpha}+\eta \delta_{z}^{\alpha}\right)} e^{-\beta\left(z+\delta_{z}\right)} z^{\alpha j} \delta_{z}^{\alpha n} \\
& \times \exp \left(-\lambda \sum_{n=0}^{m-1} \frac{(\nu \eta)^{n}}{n!} \int_{\phi=0}^{2 \pi} \int_{l=0}^{z} e^{-\beta(l+\delta)} e^{-\nu \eta \delta^{\alpha}} \delta^{\alpha n} l d l d \phi\right) z d z d \phi \tag{6.17}
\end{align*}
$$

where $\delta_{z}=\sqrt{z^{2}+2 z L \cos (\phi)+L^{2}}$.
Proof. Here, to achieve the coverage, the selected relay from $\hat{\Phi}_{2}$ must meet $\gamma_{D} \geq \tau_{D}$. Therefore, $P_{\text {cov }}^{\mathcal{S}_{2}}$ can be written as

$$
\begin{align*}
P_{\mathrm{cov}}^{\mathcal{S}_{2}} & =\mathbb{P}\left(\gamma_{D} \geq \tau_{D}\right)=\mathbb{P}\left(h_{R D}^{2} \geq \frac{\tau_{D} N_{0} l^{\alpha}}{P_{R} \Psi G_{S} G_{R}}\right) \\
& =\mathbb{E}_{l}\left[\exp \left(-\nu \zeta_{D} l^{\alpha}\right) \sum_{j=0}^{m-1} \frac{\nu^{j}}{j!}\left(\zeta_{D} l^{\alpha}\right)^{j}\right] \tag{6.18}
\end{align*}
$$

Now, taking the expectation in 6.18 with the PDF of distance of the nearest relay in $\hat{\Phi}_{2}$ from $D$, given by $f_{l}(z)=z \mathrm{e}^{-\beta z} \hat{\lambda}_{2}(z, \phi) \exp \left(-\int_{\phi=0}^{2 \pi} \int_{l=0}^{z} \mathrm{e}^{-\beta l} \hat{\lambda}_{2}(l, \phi) l d l d \phi\right)$, (6.17) is obtained. The $f_{l}(z)$ expression can be derived similar to 6.9 .

## Selection Scheme $3\left(\mathcal{S}_{3}\right)$ : Random relay selection

Since the selection schemes $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ require knowledge of distance or location information, the immediate question is what the performance loss is if such information is not available. To answer it, random relay selection from the decoding set is considered. Coverage probability of it is given in Theorem 7

Theorem 7. When a relay is selected at random from $\hat{\Phi}_{2}$, the coverage probability is given
by

$$
\begin{equation*}
P_{\mathrm{cov}}^{\mathcal{S}_{3}}=\frac{\lambda\left(1-e^{-\hat{\Lambda}_{\mathcal{D}, 2}}\right)}{\hat{\Lambda}_{\mathcal{D}, 2}} \sum_{j=0}^{m-1} \sum_{n=0}^{m-1} \frac{\nu^{n+j}}{n!j!} \eta^{n} \zeta_{D}^{j} \int_{\phi=0}^{2 \pi} \int_{l=0}^{\mathcal{R}} l^{\alpha j+1} \delta^{\alpha n} e^{-\beta(l+\delta)} e^{-\nu\left(\eta \delta^{\alpha}+\zeta_{D} l^{\alpha}\right)} d l d \phi \tag{6.19}
\end{equation*}
$$

Proof. The proof follows from the proof of Theorem 6 where the expectation over $\hat{\Phi}_{2}$ is taken with the PDF of the location of a randomly selected relay, which is given by $f_{X}(x)=\frac{\hat{\lambda}_{2}(l, \phi)}{\hat{\Lambda}_{\mathcal{D}, 2}}$. Now, applying the LOS probability of $\mathrm{e}^{-\beta l}$ in $R-D$ link, 6.19) is obtained in which the term $\left(1-e^{-\hat{\Lambda}_{\mathcal{D}, 2}}\right)$ is included due to the coverage being zero if no relay exists in $\hat{\Phi}_{2}$.

### 6.4 Numerical Results

Here the derived analytical results are verified via $10^{5}$ Monte-Carlo simulations per run. The simulation parameters are set as follow: $G_{S}=G_{R}=G_{D}=18 \mathrm{dBi}, a_{R}=0.25, \alpha=$ $2, \mathcal{R}=1000 \mathrm{~m}, L=200 \mathrm{~m}, \lambda=5 \times 10^{-5} / \mathrm{m}^{2}, \mu=2 \times 10^{-4}, \mathbb{E}[L]=\mathbb{E}[W]=15 \mathrm{~m}$, unless otherwise specified. For comparison, OMA transmission with same rate requirements at $R$ and $D$ that uses best-worst relay selection criteria is also simulated [27].

Fig. 6.1 plots coverage expressions (6.11), (6.17) and (6.19) for NOMA and OMA. This figure shows that $\mathcal{S}_{2}$ scheme (i.e., closest-to-destination relay selection) provides the best coverage followed closely by $\mathcal{S}_{1}$ scheme (i.e., closest-to-source relay selection). However, with random relay selection, the coverage probability decreases after an initial increase when transmit power increases. The reason is that for large transmit powers, the decoding set has relay nodes farther away from $D$. If such a node is picked randomly, then the resulting $R-D$ link is less likely to be LOS, reducing coverage at $D$.

To study the effect of relay density on the coverage, Fig. 6.2 plots the coverage probabilities (6.11), (6.17) and (6.19) along the relay density for two values of blockage densities $\mu=\left\{2 \times 10^{-4} / \mathrm{m}^{2}, 5 \times 10^{-4} / \mathrm{m}^{2}\right\}$. Here, the coverage for $\mathcal{S}_{1}, \mathcal{S}_{2}$ and OMA improve with increasing relay density $\lambda$. Note also that, these coverages shift to lower values when the blockage density $\mu$ is increased. This suggests that if $\mu$ increases, $\lambda$ should be increased to maintain the same coverage. For a random relay, coverage flattens for higher $\lambda$ because its selection is independent of density as long as at least one relay exists in the decoding set, a


Figure 6.1: Coverage probability vs transmit power for NOMA using $\mathcal{S}_{1}, \mathcal{S}_{2}$ and $\mathcal{S}_{3}$ and OMA, where the curves (a) are for $\left\{R_{D}, R_{R}\right\}=\{1,3\} \mathrm{bps} / \mathrm{Hz}$, and (b) for $\left\{R_{D}, R_{R}\right\}=\{1.9,6\} \mathrm{bps} / \mathrm{Hz}$.


Figure 6.2: Coverage probability vs relay density for rate thresholds $\left\{R_{D}, R_{R}\right\}=\{1,3\} \mathrm{bps} / \mathrm{Hz}$ with $P_{S}=P_{R}=0 \mathrm{~dB}$. The curves (a) are for $\mu=2 \times 10^{-4} / \mathrm{m}^{2}$, and (b) are for $\mu=5 \times 10^{-4} / \mathrm{m}^{2}$.
phenomenon also reported in Chapters 3

### 6.5 Summary

This letter has derived coverage probability of three mmW cooperative NOMA relay selection schemes. It is found that both closest-to-source and closest-to-destination relay selections perform closely and both outperform OMA. However, coverage due to a random relay may be worse than that of OMA depending on the transmit power level and relay density.

## Chapter 7

## Conclusion and Future Research Directions

### 7.1 Conclusion and Summary of Contributions

The use of mmW band is a key to address the exponential data growth in 5 G networks with new services and data intensive applications. Although in principle the abundance of spectrum facilitates the development of higher data rate links, high path losses and blockages in mmW bands must be addressed before they can be used for highly reliable commercial 5G networks. High path losses can be compensated via large antenna arrays that allow for directional beamforming. However, the blockage problem due to high penetration losses across walls and other objects and poor diffraction around the corners remains a key challenge in utilizing mmW spectrum in cellular networks.

Motivated by this, improving the coverage against the blockages and enhancing the link rates and spectral efficiency are considered and examined for relay networks. The use of wireless relays offer coverage, reliability and capacity improvements for sub-6 GHz networks and hence have already been included in 3GPP Release-14 for LTE-A standard. Therefore, this thesis investigated several mmW relay problems, specifically, one-way, twoway, multi-hop, and NOMA relays. The specific contributions of this thesis are as follows:

- In Chapter 3, performance of the mmW DF relays using tools from stochastic geometry was analyzed. The locations of radio nodes were modeled as a two-dimensional homogeneous PPP in $\mathbb{R}^{2}$. Then a subset of these nodes was chosen as the decoding set and it was found that the spatial point process of the decoding set follows an inhomogeneous PPP. Then a relay is selected from the decoding set and the coverage was analyzed for three cases: without using a relay, best relay selection, and randomly
picked relay. It was found that the relay deployment significantly improved the coverage performance, especially with the best relay selection. Also, the increase in relay deployment density improved the coverage significantly. The analysis was also extended to study the effect of beam alignment errors, the effect of power splitting, rate coverage probability, and spectral efficiency.
- Chapter 4 analyzed the performance of a multi-hop mmW DF relay network by allowing each link to be in LOS or NLOS state. And each state is characterized by a distinct Nakagami $m$ parameter. In the noise-limited case, the distribution of destination SNR was derived first, which was then used to derive the closed-form coverage probability, ergodic capacity, and SER. However, for the interference-limited case, if the interference powers at a relay are i.i.d., per-hop SIR follows beta-prime distribution. However, if the interference powers are i.n.i.d., computation of the the per-hop and destination SIR distribution is highly complicated. To circumvent this problem, the Welch-Satterthwaite Approximation for the sum of Gamma variables was used to derive the distribution of the per-hop SIR. Subsequently, coverage, capacity and SERs were derived. For both noise-limited and interference-limited scenarios, coverage probability improves significantly with the use of multiple hops. However, it should be noted that, for a fixed per hop SNR (or SIR), outage probability and SER increase due to cumulative effect of outage events in each hop when the number of hops increases.
- Chapter 5 investigated the potential benefits of deploying two-way AF relays to assist bidirectional data exchange between two end users in a mmW network. To account for the spatial randomness of node locations, potential relays were assumed to follow homogeneous PPP distribution. Then, a relay that maximizes the minimum of end-to-end SNR for two users was selected. The coverage probability achieved by this selection was derived and the results demonstrated that the selected relay significantly improved the coverage and spectral efficiency. For comparison, the coverage with a randomly selected relay was also plotted which provided substantially lower coverage. The increase in relay density deployment also increased the coverage.
- Chapter 6studied a cooperative NOMA in mmW network where a user receiving data
from transmitter forwards it to a farther destination which lacks the coverage. While the source and destination locations were fixed, a relay was selected from the users whose locations follow a homogeneous PPP. First, a set of users that meet certain rate threshold were selected in a decoding set. Then, a relay from this set was selected using two criteria: (i) nearest to source, and (ii) nearest to destination. Then, coverage probability of these mmW cooperative NOMA relay selection schemes were derived which demonstrated that, compared to orthogonal multiple access, NOMA provides higher coverage and rates with relay selection schemes (i) and (ii). The coverage with a randomly selected relay was also derived to quantify the benefits of relay selection in mmW NOMA.

There are significant implications of this thesis research in future mmW network deployments and industry applications. For example, the coverage probability results in Chapter 3 can be used to decide the cell size and relay deployment density to achieve the required rate or SNR at a typical user in a given blockage scenario. Similarly, if more than two hops are required to provide the coverage to a user in a far-reaching or blocked region, results from multi-hop relay analysis in Chapter 4 can be used to decide number of hops required to provide the coverage to such users also impaired by co-channel transmissions. Similarly, two-way relay selection presented in Chapter 5 can be used to associate a given user to a base station where the base station acts as a relay and uses mmW frequencies in both access and backhaul links. In addition, the results from cooperative mmW NOMA presented in Chapter 6 provide useful insights on required transmit power level to achieve a given rate at concurrently served two NOMA users and in understanding the required active user density to make coverage viable at a blocked node by using an active user device.

### 7.2 Future Research Directions

The thesis research can be extended in several research directions.

- In Chapter 3, the noise limited regime was analyzed because co-channel interference becomes negligible when mmW nodes are deployed at low spatial densities and when co-channel signals are also subject to high path losses and blockages. However, with highly dense network deployments, co-channel interference is the limiting
factor [116]. Moreover, Chapter 3 assumes the availability of perfect channel state information and direction information (e.g., angles of arrival and so on). In practical systems, this information is estimated by using incoming signals and by transmitting exogenous signals (e.g., pilots). Thus, future work includes the analysis of cochannel interference and the quantification of performance losses due to imperfect channel and directional estimates.
- In Chapter 4, for the interference limited scenario, symbol error rates of two binary modulations were analyzed. Extending this analysis to additional modulation schemes such as QPSK and M-QAM is a potential research topic.
- In Chapter 4, the relay is subject to a fixed number of interferers, each located at a fixed distance from the relay. However, in practice, neither their numbers nor their distances are fixed. For example, interfering nodes can be mobile and their transmissions are asynchronous with the relay. Another possibility is that the interfering node has a different transmit cycle than the desired transmitter, thereby causing interference only during part of transmission time. Therefore, future works include the analysis spatially random interferer locations. For this, the random node locations can be modeled as a point process and the tools from stochastic geometry can be used to derive the performance measures such as coverage and rate.


## Appendix A

## Derivations for Chapter 3

## A. 1 Proof of Lemma 4

The CCDF of the distance from the destination to the selected relay conditioned on a relay from $\hat{\Phi}_{L}$ being selected can be written as

$$
\begin{align*}
& \bar{G}_{r_{L}}(z)= \mathbb{P}(\text { No LOS relay is closer than } z \text { given that } \\
&\text { no NLOS relay is closer than } \left.r_{L}^{\frac{\alpha_{L}}{\alpha_{N}}}\right) \\
&= \mathbb{P}\left(r_{L}>z \left\lvert\, r_{N}>r_{L}^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)}\right.\right) \\
&= \frac{\mathbb{P}\left(r_{N}>r_{L}^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)}, r_{L}>z\right)}{\mathbb{P}\left(r_{N}>r_{L}^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)}\right)} \\
&= \frac{\int_{z}^{\infty} \mathbb{P}\left(\left.r_{N}>r_{L}^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)} \right\rvert\, r_{L}=v\right) f_{r_{L}}(v) d v}{\int_{0}^{\infty} \mathbb{P}\left(\left.r_{N}>r_{L}^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)} \right\rvert\, r_{L}=v\right) f_{r_{L}}(v) d v} \\
& \stackrel{(b)}{=} \frac{\int_{z}^{\infty} \exp \left(-\Lambda_{N}\left(\left[0, v^{\left.\frac{\alpha_{L}}{\alpha_{N}}\right)}\right)\right) f_{r_{L}}(v) d v\right.}{A_{L}} \tag{A.1}
\end{align*}
$$

where in $(b)$ the void probability for $\operatorname{PPP} \hat{\Phi}_{N}$ is used, where

$$
\begin{equation*}
\Lambda_{N}\left(\left[0, v^{\frac{\alpha_{L}}{\alpha_{N}}}\right)\right)=\int_{r=0}^{v^{\left(\frac{\alpha_{L}}{\alpha_{N}}\right)}} \int_{\theta=0}^{2 \pi}\left(1-p_{L}(r)\right) \hat{\lambda}(x) r d \theta d r \tag{A.2}
\end{equation*}
$$

is the expected number of NLOS relays in $\mathcal{B}\left(0, v^{\frac{\alpha_{L}}{\alpha_{N}}}\right)$. Now, the required distance distribution in (3.21) is obtained using $g_{r_{L}}(z)=-\frac{d \bar{G}_{r_{L}}(z)}{d z}$. The derivation for $g_{r_{N}}(z)$ in (3.22) follows similarly.

## Appendix B

## Derivations for Chapter 4

## B. 1 Proof of Lemma 7

Proof. Since $\tilde{F}_{X_{\text {min }}}(x)=\prod_{k} \tilde{F}_{X_{k}}(x), \alpha_{k} \in \mathbb{N}$, and $\tilde{F}_{X_{k}}(x)=e^{-\lambda_{k} x} \sum_{n=0}^{\alpha_{k}-1} \frac{\left(\lambda_{k} x\right)^{n}}{n!}, \tilde{F}_{\gamma_{\text {eq }}}(x)$ can be written as

$$
\begin{equation*}
\tilde{F}_{\gamma_{\mathrm{eq}}}(x)=e^{-\left(\lambda_{1}+\cdots+\lambda_{K}\right) x} \underbrace{\prod_{k=1}^{K} \sum_{n=0}^{\alpha_{k}-1} \frac{\left(\lambda_{k} x\right)^{n}}{n!}}_{P}, 0 \leq x<\infty \tag{B.1}
\end{equation*}
$$

where the product term $P$ can be expanded as

$$
\begin{equation*}
P=\sum_{n_{1}=0}^{\alpha_{1}-1} a_{1_{n}} x^{n_{1}} \cdot \sum_{n_{2}=0}^{\alpha_{2}-1} a_{2_{n}} x^{n_{2}} \cdots \sum_{n_{K}=0}^{\alpha_{K}-1} a_{K_{n}} x^{n_{K}} \tag{B.2}
\end{equation*}
$$

where $a_{k_{n}}=\frac{\lambda_{k}^{n_{k}}}{n_{k}!}, k=1,2, \cdots, K$. The above expression is the product of $K$ number of ( $\alpha_{k}-1$ )-th degree polynomials which can be readily computed using the convolution of coefficients. Clearly, $P$ is a polynomial in $x$ of degree $\sum \alpha_{k}-K$. By symbolically multiplying the $K$ polynomials of $P$ and collecting all the terms corresponding to the coefficient of $x^{m}$, Lemma 7 is obtained.

## B. 2 Proof of Proposition 8

For QPSK, MPSK, and Square-QAM modulations, conditional SER can be written in the form $P_{k}(x)=a \operatorname{erfc}(\sqrt{b x})-c \operatorname{erfc}^{2}(\sqrt{b x})$. Now $P_{k}$ is given by averaging over $k$-th hop

## SNR PDF as

$$
\begin{align*}
P_{k} & =\int_{0}^{\infty}\left(a \operatorname{erfc}(\sqrt{b x})-c \operatorname{erfc}^{2}(\sqrt{b x})\right) f_{\gamma_{k}}(x) d x \\
& =I_{1}-I_{2} \tag{B.3}
\end{align*}
$$

where $f_{\gamma_{k}}(x)$ is same as in 4.22), and the first integral $I_{1}$ is same as 4.26) in Proposition 4 with $a$ and $b$ depending on modulation scheme. The second integral $I_{2}$ is given by

$$
\begin{equation*}
I_{2}=\frac{c}{\Gamma\left(\alpha_{k}\right)}\left(\frac{\lambda_{k}}{\bar{\gamma}}\right)^{\alpha_{k}} \int_{0}^{\infty} x^{m-1} \mathrm{e}^{-\frac{\lambda_{k}}{\bar{\gamma}} x} \operatorname{erfc}^{2}(\sqrt{b x}) d x \tag{B.4}
\end{equation*}
$$

Now with the help of [117, eq.(28)] and after some mathematical manipulations, $I_{2}$ can be written as

$$
\begin{equation*}
I_{2}=c\left[1-\frac{4}{\pi} \sum_{n=0}^{\alpha_{k}-1}\left(\frac{\lambda_{k}}{b \bar{\gamma}}\right)^{n} \frac{1}{(2 n+1)}{ }_{2} F_{1}\left(\frac{1}{2}+n, 1+n ; \frac{3}{2}+n ;-1-\frac{\lambda_{k}}{b \bar{\gamma}}\right)\right] . \tag{B.5}
\end{equation*}
$$

Finally substituting $I_{1}$ and $I_{2}, 4.24$ is obtained.

## B. 3 Proof of Lemma 10

Consider $S_{k} \sim \mathcal{G}\left(\alpha_{k}, \lambda_{k} / \zeta_{k}\right)$ be the desired signal power and the interference powers are distributed with $I_{n, k} \sim \mathcal{G}\left(\alpha_{n, k}, \lambda_{n, k} / \zeta_{I_{n, k}}\right)$ where $n \in\left\{1,2, \cdots, M_{k}\right\}$ with total of $M_{k}$ interferers at $T_{k}$. Now the CCDF of $\xi_{k}$ is given by

$$
\begin{align*}
\tilde{F}_{\xi_{k}}(x) & =\mathbb{P}\left(\xi_{k}>x\right)=\mathbb{P}\left(\frac{S_{k}}{I_{k}}>x\right) \\
& =\mathbb{P}\left(S_{k}>x I_{k}\right)=\mathbb{E}_{I_{k}}\left[\frac{\Gamma\left(\alpha_{k}, x I_{k} \lambda_{k} / \zeta_{k}\right)}{\Gamma\left(\alpha_{k}\right)}\right] \\
& =\mathbb{E}_{I_{k}}\left[\mathrm{e}^{-x I_{k} \lambda_{k} / \zeta_{k}} \sum_{m=0}^{\alpha_{k}-1} \frac{\left(x I_{k} \lambda_{k} / \zeta_{k}\right)^{m}}{m!}\right] \\
& =\sum_{m=0}^{\alpha_{k}-1} \frac{1}{m!} \mathbb{E}_{I_{k}}\left[\left(x I_{k} \lambda_{k} / \zeta_{k}\right)^{m} \mathrm{e}^{-\left(x I_{k} \lambda_{k} / \zeta_{k}\right)}\right] \\
& =\sum_{m=0}^{\alpha_{k}-1} \frac{(-1)^{m}\left(x \lambda_{k} / \zeta_{k}\right)^{m}}{m!} \mathcal{M}_{I_{k}}^{m}\left(x \lambda_{k} / \zeta_{k}\right) \tag{B.6}
\end{align*}
$$

where $I_{k}=\sum_{n=1}^{M_{k}} I_{n, k}$ is the total interference power at $T_{k}$ and the $m$-th moment of $I_{k}$, $\mathcal{M}_{I_{k}}^{m}(t)$ can be obtained using the MGF of $I_{k}$ which is given by

$$
\begin{align*}
\mathcal{M}_{I_{k}}(t) & =\mathbb{E}\left[\mathrm{e}^{-t I_{k}}\right]=\mathbb{E}\left[\mathrm{e}^{-t \sum_{n=1}^{M_{k}} I_{n, k}}\right] \\
& =\prod_{n=1}^{M_{k}} \frac{\lambda_{n, k}^{\alpha_{n, k}}}{\left(\lambda_{n, k}+t \zeta_{I_{n, k}}\right)^{\alpha_{n, k}}}, \tag{B.7}
\end{align*}
$$

where the product in last equality is using the property of MGF of sum of independent gamma random variables.

## B. 4 Proof of Lemma 11

Using (4.35) for identical per hop SIRs, the CDF of e2e SIR can be written as

$$
\begin{align*}
& F_{\xi_{\text {eq }}}(x)=\sum_{k=1}^{K}\binom{K}{k}(-1)^{k+1}\left[\frac{1}{\sigma \mathcal{B}(\sigma, \theta)}\left(\frac{x}{\omega \bar{\xi}}\right)^{\sigma}\right. \\
&\left.\times{ }_{2} F_{1}\left(\sigma, \sigma+\theta, 1+\sigma,-\frac{x}{\omega \bar{\xi}}\right)\right]^{k} \tag{B.8}
\end{align*}
$$

Now, using the transformation formula for hypergeometric function [5, 9.131.1], (B.8) can be rewritten as

$$
\begin{equation*}
F_{\xi_{\text {eq }}}(x)=\sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}}\left(\frac{x}{x+\omega \bar{\xi}}\right)^{\sigma k}\left[{ }_{2} F_{1}\left(\sigma,-(\theta-1) ; 1+\sigma ; \frac{x}{x+\omega \bar{\xi}}\right)\right]^{k} \tag{B.9}
\end{equation*}
$$

Now, because its second argument is a negative integer, the hypergeometric function in (B.9) truncates after the $\theta$-th term. Thus, it can be conveniently written as a finite series as follows:

$$
\begin{equation*}
{ }_{2} F_{1}\left(\sigma,-(\theta-1) ; 1+\sigma ; \frac{x}{x+\omega \bar{\xi}}\right)=\sum_{j=0}^{\theta-1} \delta_{j}\left(\frac{x}{x+\omega \bar{\xi}}\right)^{j} \tag{B.10}
\end{equation*}
$$

where $\delta_{j}$ is given by

$$
\delta_{j}=(-1)^{j}\binom{\theta-1}{j}\left(\frac{\sigma}{\sigma+j}\right) .
$$

Now substituting ( (B.10) in ( B.9), the $k$-th power of the sum in (B.10) needs to be computed. Note that this product results in a polynomial of degree $k(\theta-1)$, where the polynomial coefficients can be computed as a convolution sum of the individual coefficients. With this, the polynomial representation becomes

$$
\begin{equation*}
\left[\sum_{j=0}^{\theta-1} \delta_{j}\left(\frac{x}{x+\omega \bar{\xi}}\right)^{j}\right]^{k}=\sum_{m=0}^{n^{\dagger}} \kappa_{m}\left(\frac{x}{x+\omega \bar{\xi}}\right)^{m} \tag{B.11}
\end{equation*}
$$

where $n^{\dagger}=k(\theta-1)$ and $\kappa_{m}$ are the polynomial coefficients computed using convolution. Now substituting ( B.11) into (B.9), (4.38) is obtained.

## B. 5 Proof of Proposition 9

Proof. By averaging the instantaneous capacity over the e2e SIR PDF in (4.39), ergodic capacity can be written as

$$
\begin{equation*}
\tilde{C}=\frac{1}{K \ln 2} \sum_{k=1}^{K}\binom{K}{k} \frac{(-1)^{k+1}}{(\sigma \mathcal{B}(\sigma, \theta))^{k}} \sum_{m=0}^{n^{\dagger}}(n+1) \kappa_{m} I_{n}(a) \tag{B.12}
\end{equation*}
$$

where $n=m+\sigma k-1, a=\omega \bar{\xi}$, and $I_{n}(a)$ is given by

$$
\begin{equation*}
I_{n}(a)=\int_{0}^{\infty} \ln (1+a x) \frac{x^{n}}{(x+1)^{n+2}} d x \tag{B.13}
\end{equation*}
$$

where $a>1$. To develop closed-form $I_{n}(a)$, (B.13) is transformed as a Mellin integral [118]

$$
\begin{equation*}
I_{n}(a)=\frac{1}{2 \pi j} \int_{c-j \infty}^{c+j \infty} \underbrace{\frac{\Gamma(s) \Gamma(1+s) \Gamma(1-s) \Gamma(n+1-s)}{s a^{s} \Gamma(n+2)}}_{=F(s)} d s \tag{B.14}
\end{equation*}
$$

where $-1<c<0$. For future use, integration path $\mathcal{C}_{1}=c+j x,-\infty<x<\infty$ is defined. In order to exactly evaluate (B.14), complex contour integration technique is used. The following is the main tool needed. Let $f(z)$ be a complex function which is analytic inside and on a closed curve $\mathcal{C}$ except for a countable numbers of singularities inside $\mathcal{C}$ at $z_{1}, z_{2}, \ldots$. The residue theorem establishes the value of the counter clockwise line integral


Figure B.1: Integration contour.
of $f(z)$ over $\mathcal{C}$ as follows:

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{\mathcal{C}} f(z) d z=\sum_{k=1}^{n} \operatorname{Res}_{z=z_{k}} f(z) \tag{B.15}
\end{equation*}
$$

where an $l$-th order residue at $z=a$ is given by

$$
\begin{equation*}
\underset{z=a}{\operatorname{Res}}=\lim _{z=a}\left[\frac{1}{(l-1)!} \frac{d^{l-1}}{d z^{l-1}}\left((z-a)^{l} f(z)\right)\right] . \tag{B.16}
\end{equation*}
$$

To apply $(\overline{\mathrm{B} .15})$ to evaluate $I_{n}(a)$, a closed contour $\mathcal{C}$ must be chosen first. The vertical integration line in (B.14) can be closed by an infinite radius semi-circle on the right half plane (Fig. B.1. Thus, $\mathcal{C}=\mathcal{C}_{1} \cup \mathcal{C}_{2}$ where $\mathcal{C}_{2}=r e^{\theta}$ with $r \rightarrow \infty$ and $-\pi / 2 \leq \theta \leq$ $\pi / 2$. Inside $\mathcal{C}, F(s)$ has infinite number of poles. The residues must be summed together according to B.15). However, the line integral is in clockwise direction. Thus, $I_{n}(a)$ can be written as

$$
\begin{equation*}
I_{n}(a)=-\sum_{k=0}^{\infty} \operatorname{Res}_{s=k} F(s) . \tag{B.17}
\end{equation*}
$$

Since $F(s)$ contains several $\Gamma(\cdot)$ terms, an understanding of the poles of $\Gamma(s)$ itself is warranted. By using integration by parts, it can be shown that $\Gamma(s)=\int_{1}^{\infty} t^{s-1} e^{-t} d t+$ $\sum_{k=0}^{\infty} \frac{1}{k!(s+k)}$. This expression shows that $\Gamma(s)$ has first order poles at $s=0,-1,-2, \ldots$. By adapting this fact, next, all the residues of $F(s)$ are evaluated systematically. There are three cases to be considered:

1. The pole at $s=0$. This is a second order pole. To see that, note that near $s=0$,
$F(s) \approx \frac{c \Gamma(s)}{s}$ where $c$ is a constant. Thus, since $\Gamma(s)$ has a first-order pole at $s=0$, $F(s)$ has a second order pole. The residue of this pole are evaluated using (B.16) to give

$$
\operatorname{Res}_{s=0} F(s)=-\left[\frac{\Psi(n+1)+\gamma+\ln (a)}{n+1}\right]
$$

where $\Psi(z)=\frac{d}{d z} \ln \Gamma(z)$ is the Digamma function.
2. The poles at $s=1,2, \ldots, n$. These are generated from $\Gamma(1-s)$ and they do not coincide with any other poles. Hence, they are first-order poles. Thus, this is evaluated using (B.16) to give for $k=1,2, \ldots, n$,

$$
\operatorname{Res}_{s=k} F(s)=(-1)^{k}\left[\frac{\Gamma(k+1) \Gamma(n+1-k)}{k a^{k} \Gamma(n+2)}\right] .
$$

3. The poles at $s=n+1, n+2, \ldots$ These are second-order poles due to the product $\Gamma(1-s) \Gamma(n+1-s)$. Their residues are evaluated using (B.16) as

$$
\operatorname{Res}_{s=k} F(s)=\lim _{s \rightarrow k} \frac{d}{d s}(s-k)^{2} F(s) \quad k=n+1, \ldots
$$

By simplifying this, the residues for $k=n+1, n+2, \ldots$ are given by

$$
\operatorname{Res}_{s=k} F(s)=\frac{(-1)^{n} \Gamma(k)[\Psi(k)-\Psi(k-n)-\ln a]}{a^{k} \Gamma(k-n) \Gamma(n+2)} .
$$

By adding all the residues in (B.17), $I_{n}(a)$ is written as

$$
\begin{align*}
I_{n}(a)=[ & \left.\frac{\Psi(n+1)+\gamma+\ln (a)}{n+1}\right]+\sum_{k=1}^{n}(-1)^{k+1} \frac{\Gamma(k+1) \Gamma(n+1-k)}{k a^{k} \Gamma(n+2)} \\
& +(-1)^{n+1} \sum_{k=n+1}^{\infty} \frac{\Gamma(k)[\Psi(k)-\Psi(k-n)-\ln a]}{a^{k} \Gamma(k-n) \Gamma(n+2)} . \tag{B.18}
\end{align*}
$$

The sum index $k$ in the second sum is replaced by $k+n+1$ and the three Gamma terms by a binomial coefficient. Thus, (63) can be further simplified as

$$
I_{n}(a)=\left[\frac{\Psi(n+1)+\gamma+\ln (a)}{n+1}\right]+\sum_{k=1}^{n}(-1)^{k+1} \frac{\Gamma(k+1) \Gamma(n+1-k)}{k a^{k} \Gamma(n+2)}
$$

$$
\begin{equation*}
+\frac{(-1)^{n+1}}{n+1} \sum_{k=0}^{\infty}\binom{n+k}{k} \frac{[\Psi(k+n+1)-\Psi(k+1)-\ln a]}{a^{k+n+1}} . \tag{B.19}
\end{equation*}
$$

Since it is known that $\sum_{k=0}^{\infty}\binom{n+k}{k} x^{k}=\frac{1}{(1-x)^{n+1}}$ for $|x|<1, \overline{B .19)}$ can be further simplified as

$$
\begin{align*}
I_{n}(a)= & {\left[\frac{\sum_{k=1}^{n} \frac{1}{k}+\ln (a)}{n+1}\right]+\frac{(-1)^{n}}{n+1} \frac{\ln (a)}{(a-1)^{n+1}}+\sum_{k=1}^{n}(-1)^{k+1} \frac{\Gamma(k+1) \Gamma(n+1-k)}{k a^{k} \Gamma(n+2)} } \\
& +\frac{(-1)^{n+1}}{n+1} \sum_{k=0}^{\infty}\binom{n+k}{k} \frac{[\Psi(k+n+1)-\Psi(k+1)]}{a^{k+n+1}} . \tag{B.20}
\end{align*}
$$

Since $\Gamma(z+1)=z \Gamma(z)$, it can be obtained that $\ln \Gamma(z+1)=\ln z+\ln \Gamma(z)$. Thus, by differentiating this, it is given that $\Psi(z+1)=\frac{1}{z}+\Psi(z)$. Then by repeatedly applying this recursion, it is found that $\Psi(k+n+1)=\Psi(k+1)+\sum_{l=1}^{n} \frac{1}{k+l}$. By using this, B.20) can be further simplified as

$$
\begin{gather*}
I_{n}(a)=\left[\frac{\sum_{k=1}^{n} \frac{1}{k}+\ln (a)}{n+1}\right]+\frac{(-1)^{n}}{n+1} \frac{\ln (a)}{(a-1)^{n+1}}+\sum_{k=1}^{n}(-1)^{k+1} \frac{\Gamma(k+1) \Gamma(n+1-k)}{k a^{k} \Gamma(n+2)} \\
\quad+\frac{(-1)^{n+1}}{n+1} \sum_{k=0}^{\infty}\binom{n+k}{k} \frac{\left[\sum_{l=1}^{n} \frac{1}{k+l}\right]}{a^{k+n+1}} . \tag{B.21}
\end{gather*}
$$

Note that $\frac{1}{k+l}=\int_{0}^{1} t^{l+k-1} d t$, by substituting this in the infinite sum of (B.21), it is found that

$$
\begin{align*}
\sum_{k=0}^{\infty}\binom{n+k}{k} \frac{\frac{1}{k+l}}{a^{k+n+1}} & =\int_{0}^{1} t^{l-1} \sum_{k=0}^{\infty}\binom{n+k}{k} \frac{t^{k}}{a^{k+n+1}} d t \\
& \stackrel{(a)}{=} \int_{0}^{1} \frac{t^{l-1}}{(a-t)^{n+1}} d t \\
& \stackrel{(b)}{=} \frac{1}{l a^{n+1}}{ }_{2} F_{1}\left(n+1, l ; l+1 ; \frac{1}{a}\right) \\
& \stackrel{(c)}{=} \frac{(a-1)^{-l}}{l a^{n+1-l}}{ }_{2} F_{1}\left(l, l-n ; l+1 ; \frac{1}{1-a}\right) \\
& \stackrel{(d)}{=} \frac{(a-1)^{-l}}{l a^{n+1-l}} \sum_{j=0}^{n-l}(-1)^{j}\binom{n-l}{j} \frac{l}{(l+j)(1-a)^{j}} \tag{B.22}
\end{align*}
$$

where in $(a)$, the binomial expansion for a negative integer power is used, $(b)$ is obtained
from [5, 3.194.1], (c) is due to transformation formula for hypergeometric function [5, 9.131.1], and ( $d$ ) follows from the fact that the hypergeometric series ${ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)$ terminates if either $\alpha$ or $\beta$ is a nonpositive integer: ${ }_{2} F_{1}(\alpha,-m ; \gamma ; z)=\sum_{j=0}^{m}(-1)^{j}\binom{m}{j} \frac{(\alpha) j_{j}}{(\gamma)_{j}} z^{j}$ where $(q)_{j}=\frac{\Gamma(q+j)}{\Gamma(q)}$ is the Pochhammer symbol. Now, by substituting ( B.22) in ( $\overline{\mathrm{B} .21}$ ), $I_{n}(a)$ is given by

$$
\begin{align*}
I_{n}(a)= & \left.\frac{\sum_{k=1}^{n} \frac{1}{k}+\ln (a)}{n+1}\right]+\frac{(-1)^{n}}{n+1} \frac{\ln (a)}{(a-1)^{n+1}} \sum_{k=1}^{n}(-1)^{k+1} \frac{\Gamma(k+1) \Gamma(n+1-k)}{k a^{k} \Gamma(n+2)} \\
& +\frac{(-1)^{n+1}}{n+1} \sum_{l=1}^{n} \frac{(a-1)^{-l}}{l a^{n+1-l}} \sum_{j=0}^{n-l}(-1)^{j}\binom{n-l}{j} \frac{l}{(l+j)(1-a)^{j}} . \tag{B.23}
\end{align*}
$$

Finally, substituting ( $\overline{\mathrm{B} .23)}$ in (B.12), (4.40) is obtained.
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[^0]:    ${ }^{1}$ Although the formal definition of mmW is $30-300 \mathrm{GHz}$, this thesis confines to $20-100 \mathrm{GHz}$ to include 28 GHz spectrum, a promising band for mmW cellular [17].

[^1]:    ${ }^{1}$ Chapter 3 has been published in the IEEE Access as [59] and also in part in the Proceedings of IEEE Conference on Communications [78].

[^2]:    ${ }^{2}$ In this chapter, best relay selection refers to selecting the relay that provides maximum average SNR at the destination. Thus, this scheme may also be termed as "maximum average SNR based relay selection".

[^3]:    ${ }^{3}$ The purpose of this setting is to have a higher chance that there is at least one relay in the selection region.

[^4]:    ${ }^{1}$ Chapter 4 has been submitted to the IEEE Access as [91].

[^5]:    ${ }^{2}$ Noise limited scenario and interference limited scenario are typical scenarios in mmW analysis. Further details on when these scenarios arise and the transitional behavior of mmW network from noise-limited to interference-limited regime can be found in [102]

[^6]:    ${ }^{3}$ This blockage density is practical for a typical urban scenario.

[^7]:    ${ }^{4}$ This setting is reasonable due to the following reason. Consider the density of interferers is fixed, and thus, each node (a relay or the destination in the multiple-hop link) expects to receive a similar amount of interference. Thus, a given number of interferers at each relay and the destination are considered in this chapter.

[^8]:    ${ }^{1}$ Chapter 5 has been published in the IEEE Communications Letters as [60].

