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## Abstract

TN THIS THESIS, the use of adaptive source transmission with amplify-and—forward (AF) relaying is proposed. Three different adaptive techniques are considered: (i) optimal simultaneous power and rate adaptation; (ii) constant power with optimal rate adaptation; (iii) channel inversion with fixed rate. The capacity of these adaptive protocols are derived for the AF cooperative system over both independent and identically distributed (i.i.d.) Rayleigh fading and non-identically and independent distributed (non-i.i.d.) Rayleigh fading environments. The capacity analysis is based on an upper bound on the effective received signal-to-noise ratio (SNR), and its tightness is validated by the use of Monte Carlo simulation. The use of constant-power, fixed switching rate-adaptive $M$-QAM transmission is applied to AF cooperative network as a practical technique for rate adaptation. The outage probability, achievable spectral efficiency, and error rate performance are analyzed. The spectral efficiency of fixed switching rate-adaptive $M$-QAM is compared to the theoretical capacity of constant power with optimal rate adaptation. Optimization of the switching thresholds for constant-power, rate-adaptive five-mode $M$-QAM transmission for the AF cooperative network is investigated. The optimum switching levels are designed to meet a prescribed average bit error rate (BER) and compared to the previous results with fixed switching.
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## Chapter 1

## Introduction

### 1.1 Motivation

T $\boldsymbol{T}^{\text {IRELESS COMMUNICATIONS }}$ HAS EXPERIENCED impressive growth lately [14]. The primary drive for such advancements is foremost due to the consumers demand. The demand for inexpensive but effective data services, such as wireless Internet access with rich video content is pushing intensive research efforts on higher-quality higher-speed wireless services [14]. The main constraint on such services is signal fading in wireless channels. Fading can be classified as either small-scale or large-scale. That is, small-scale fading is the time variation of the channel strengths due to multipath prorogation, while large-scale effects are such as path loss via distance attenuation and shadowing by obstacles [44]. However, techniques have been developed to help combat and/or exploit the effects of fading to increase the reliability (higher-quality) or the spectral efficiency (higher-speed).

Diversity techniques in space, frequency, and time are commonly used to combat the effects of fading. Diversity is achieved by making use of the multipath channel so that multiple copies of the transmitted signal are available at the receiver. For instance, multiple transmit and receive antennas can be
used to exploit space diversity; orthogonal frequency division multiplexing (OFDM) can be used to achieve frequency diversity; and repetition coding with interleaving can be used for time diversity. The most modern approach to the aforementioned techniques is MIMO (multiple input multiple output) communications where the transmitter and receiver have multiple antennas, which has been extensively studied in [44]. However, some practical situations arise where multiple antennas can not be used. For instance, in wireless sensor networks, the sensors are usually very small, require low power, and have limited hardware complexity which makes then not suited for multiple antenna transmission [42]. Furthermore, in cellular networks mobile phones have limited battery and size, making them ill suited for multiple antennas.

More recently, cooperative diversity has emerged as a technique to exploit the benefits of multiple antenna diversity by using a collection of distributed antennas belonging to multiple single-antenna devices [26]. In cooperative communications, the source transmits information to the destination not only through a direct-link but also through the use of other nodes in the network. The destination receives a copy of the transmitted signal from the source, and copies of the transmitted signal from each of the relays, resulting in multiple copies of the transmitted signal at the destination. For instance, a satellite relay is depicted in Fig. 1.1, where the mobile receive a copy of the signal directly from the satellite and duplicate version through the relay.

The development of cooperative wireless networks can been seen in the current and emerging network architectures. For instance, the use of cooperation between nodes has been implemented in mesh type networks of the IEEE 802 standards (WiMAX, Wi-Fi, ZigBee, Bluetooth) [29, 42]. A limitation of the currently implemented cooperative protocols is the ineffective use of adaptation to the time-varying channel of the wireless network. Adaptation is known to be advantageous in increasing the performance of wireless systems $[1,2,16]$, as it has been discussed for cellular systems such as GSM and CDMA, and at


Fig. 1.1. Satellite relay network.
the physical layer of several IEEE and ETSI standards [10, 13, 33].
In adaptive transmission, the source adapts the transmit power level, sym$\mathrm{bol} / \mathrm{bit}$ rate, constellation size, coding rate/scheme, or any combination of these parameters in response to the changing channel conditions [1,16]. Therefore, by transmitting faster and/or higher power under good channel conditions and slower and/or smaller power under poor conditions, a higher spectral efficiency without sacrificing performance can be achieved. Moreover, cooperative networks under adaptive transmission has not been previously analyzed and is the major contribution of this thesis.

### 1.2 Contributions

In this thesis, cooperative communication under adaptive transmission is analyzed. Specifically, the capacity, spectral efficiency, outage probability, and error performance are investigated under different scenarios based on practical assumptions. The contributions of this thesis can be divided into three main
parts:

- The capacity of three adaptive protocols are derived for the amplify-andforward (AF) cooperative system over both independent and identically distributed (i.i.d.) Rayleigh fading and non-identically and independent distributed (non-i.i.d.) Rayleigh fading environments. The three different adaptive techniques considered are: (i) optimal simultaneous power and rate adaptation; (ii) constant power with optimal rate adaptation; (iii) channel inversion with fixed rate. The capacity analysis is based on an upper bound on the effective received signal-to-noise ratio (SNR). The tightness of the upper bound is validated by the use of a lower bound and by Monte Carlo simulation. The results of this contribution have been accepted to appear in an upcoming IEEE journal publication [36].
- The performance of constant-power, rate-adaptive $M$-ary quadrature amplitude modulation ( $M$-QAM) transmission with an AF cooperative system is derived. Both continuous rate adaptation and discrete rate adaptation with fixed switching is considered. Expressions are derived for the outage probability, achievable spectral efficiency, and bit error rate (BER) over both i.i.d. and non-i.i.d. Rayleigh fading environments. The analysis is based on an accurate upper bound on the total effective signal-to-noise ratio SNR at the destination and is validated by Monte Carlo simulation. The results of this contribution appeared in the proceedings of the IEEE 2008 International Conference on Communication [35].
- The optimum switching levels for adaptive five-mode $M$-QAM transmission over an AF cooperative communication network are found. The performance analysis for adaptive five-mode $M$-QAM with fixed switching to meet an instantaneous BER and with optimized switching to meet an average BER are compared. Specifically, both i.i.d. and non-i.i.d.

Rayleigh fading environments are considered and the outage probability, achievable spectral efficiency, and BER are computed for both fixed switching and optimum switching. The results of this contribution have been submitted to an IEEE journal [34].

### 1.3 Thesis Outline

This thesis is organized as follows:

- Chapter 2 introduces the preliminary ideas of cooperative communication systems and adaptive transmission techniques. It summarizes the existing work in this area and provides the minimum background required to understand the rest of the thesis.
- Chapter 3 presents the system model for cooperative communication systems under adaptive transmission. The capacity for the AF cooperative system over both i.i.d. Rayleigh fading and non-i.i.d. Rayleigh fading environments, for three adaptive protocols is derived.
- Chapter 4 elaborates on the existing system model of Chapter 3, by applying practical adaptive $M$-QAM transmission. The outage probability, achievable spectral efficiency, and error rate performance for the AF cooperative system are derived. The achievable spectral efficiency of adaptive $M$-QAM is then compared with the theoretically capacity derived in Chapter 3.
- Chapter 5 extends the work of Chapter 4 by optimizing the switching levels for adaptive $M$-QAM. Specifically adaptive five-mode $M$-QAM is considered and the performance of the systems with optimal switching and with fixed switch (considered in Chapter 4) are compared in terms of outage probability, achievable spectral efficiency, and error rate performance.
- Chapter 6 concludes this thesis and suggests future directions.


## Chapter 2

## Preliminaries and Background

### 2.1 Cooperative Communications

MODERN WIRELESS NETWORKS consist of several users or nodes, which are potentially able to communicate with one another. These networks differ from the traditional point-to-point wireless systems, where for instance a user would strictly communicate only with a base station. Although direct communication between two nodes can be realized by point-to-point communication it is sometimes advantageous to route the transmitted information through multiple intermediate nodes. The reason behind this routing is that the wireless link between specific nodes can often be poor, and requires increased transmission power to achieve a specific reliability or quality. Furthermore, by routing the transmitted signal through several intermediate nodes an increase in power saving can occur while archiving a specific quality of service [42].

The technique of routing the transmitted signal between nodes is more formally known as cooperative communications [26, 27, 40, 41]. Recently, [26, $27,40,41]$ have investigated the achievable rate for cooperative transmission for specific protocols. Reference [26] shows that full spatial diversity can be
achieved by using cooperative communications. That is, single antenna nodes in the network can share their antennas in a manner that is similar to multiple antenna systems, to gain the well known diversity benefit of MIMO systems [44]. By relaying the transmitted information through other nodes of the network, the source ensures that the destination receives multiple independent copies of the original transmitted signal, which creates diversity.

Although there has been a resent surge in research based on the findings of $[26,27,40,41]$, the idea of information relaying has been around since the 1970's [9]. There are some differences between the original work of [9] where an information theoretical study of a single relay in additive white Gaussian noise (AWGN) is studied, and the recent surge of work with relays in wireless fading channels. For instance, the use of GSM and CDMA in [26, 27, 40, 41], the concept of diversity, performance analysis, and practical consideration are studied. It is worth mentioning that even though the information theoretical study of the relay channel has been around since the 1970's the capacity of the general relay is not even known today [12]. Furthermore, there is no specific cooperative strategy or protocol that is known to have the best performance [12], however from a practical perspective there are two cooperative protocols that are worth studying.

The two main cooperative protocols are [26]: i) amplify-and-forward (AF) and ii) decode-and-forward (DF). In the AF case the relay nodes simply amplify the received signal and re-transmit it to the destination. For the DF case the relays decode the transmitted signal, re-encode the message, not necessarily with the same codebook as the source, and transmit the re-encoded signal to the destination. Moreover, selection relaying where a subset of the relays are used to re-broadcast the signal and incremental relaying where the relay (or relays) only transmits if the direct transmission fails is presented in [26]. However, as this thesis only studies cooperative network under the AF protocol, only the specifics of AF will be presented in detail. Other protocols for
cooperative networks are described in [26].

### 2.1.1 Cooperative System Model



Fig. 2.1. Cooperative diversity wireless network.

Figure 2.1 presents the cooperative wireless network, where a source node $S$ communicates with a destination node $D$ via a direct link and through $m$ non-regenerative or AF cooperative relays $R_{i}, i \in\{1,2, \ldots, m\}$. In the first phase of cooperation, the source transmits the signal $x$ to the destination and the relays. In the second phase of cooperation, the $i$ th relay $(i=1,2, \ldots, m)$ amplifies the received signal and transmits to the destination in a round robin fashion. This is illustrated in Fig. 2.2. The second phase of transmission requires $m$ time slots to guarantee orthogonal transmission, and time division multiple access (TDMA) is required [26]. This is because of the half-duplex constraint, the practical perspective that the relays can not simultaneously transmit and receive. Furthermore, frequency division multiple access or code division multiple access could also be used so that the relays can transmit simultaneously to the destination, however at the cost of bandwidth expansion.

So without loss of generality, under the orthogonal constrain the cooperative system model can be conveniently represent using time-division notation [26].


Fig. 2.2. Transmission using TDMA.

In the first phase of cooperation, the received signals at the destination and at the $i$ th relay respectively are

$$
\begin{gather*}
r_{s, d}=h_{s, d} x+n_{s, d}  \tag{2.1}\\
r_{s, i}=h_{s, i} x+n_{s, i}, \quad i=1, \ldots, m \tag{2.2}
\end{gather*}
$$

where $h_{s, i}$ and $h_{s, d}$ denote the Rayleigh fading coefficients between the source and the $i$ th relay and the source and the destination, respectively. The channel coefficients are assumed i.i.d. circularly symmetric zero mean complex Gaussian random variables with unit variance, such distribution is denoted by $\mathcal{C N}(0,1)$. The noise term is denoted at the relays as $n_{s, i}$ and at the destination as $n_{s, d}$. Where the AWGN at the relays and destination is assumed to have zero mean equal variance $N_{0}$, such distribution is denoted as $\mathcal{C N}\left(0, N_{0}\right)$.

In the second phase of cooperation, the received signal at the destination from the $i$ th relay is

$$
\begin{equation*}
r_{i, d}=G_{i} h_{i, d} r_{s, i}+n_{i, d}, \quad i=1, \ldots, m, \tag{2.3}
\end{equation*}
$$

where $h_{i, d}$ is the Rayleigh fading coefficient between the $i$ th relay and destination is $\mathcal{C N}(0,1)$, the noise term $n_{i, d}$ from the $i$ th relay at the destination
is $\mathcal{C N}\left(0, N_{0}\right)$ and $G_{i}$ is the $i$ th relay amplifier gain. The received $i$ th relays signal at the destination can then be written as

$$
\begin{equation*}
r_{i, d}=G_{i} h_{i, d}\left[h_{s, i} x+n_{s, i}\right]+n_{i, d} . \tag{2.4}
\end{equation*}
$$

At the destination node, using maximum ratio combining (MRC) the total SNR can easily be found to be $[19,26]$

$$
\begin{align*}
& \gamma_{\text {tot }}=\left|h_{s, d}\right|^{2} E_{s} / N_{0}+\sum_{i=1}^{m} \frac{E_{s}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{2} G_{i}^{2}}{\left[\left|h_{i, d}\right|^{2} G_{i}^{2}+1\right] N_{0}} \\
&=\left|h_{s, d}\right|^{2} E_{s} / N_{0}+\sum_{i=1}^{m} \frac{\frac{E_{s}\left|h_{s, i}\right|^{2}}{N_{0}\left|h_{i, d}\right|^{2}}}{N_{0}}  \tag{2.5}\\
& \frac{E_{s}\left|h_{i, d}\right|^{2}}{N_{0}}+\frac{E_{s}}{G^{2} N_{0}}
\end{align*}
$$

where $E_{s}$ is the average symbol energy, and $N_{0}$ is the noise variance. Equation (2.5) shows that the equivalent SNR is dependent on the choice of the relay gains $G_{i}$. Choosing the relay gain as in [26],

$$
\begin{equation*}
G_{i}^{2}=E_{s} /\left(E_{s}\left|h_{s, i}\right|^{2}+N_{0}\right), \tag{2.6}
\end{equation*}
$$

the resulting equivalent SNR is

$$
\begin{equation*}
\gamma_{\mathrm{tot}}=\gamma_{s, d}+\sum_{i=1}^{m} \frac{\gamma_{s, i} \gamma_{i, d}}{\gamma_{s, i}+\gamma_{i, d}+1} \tag{2.7}
\end{equation*}
$$

where $\gamma_{s, i}=\left|h_{s, i}\right|^{2} E_{s} / N_{0}$ is the instantaneous SNR between $S$ and $R_{i}, \gamma_{i, d}=$ $\left|h_{i, d}\right|^{2} E_{s} / N_{0}$ is the instantaneous SNR between $R_{i}$ and $D, \gamma_{s, d}=\left|h_{s, d}\right|^{2} E_{s} / N_{0}$ is the instantaneous SNR between $S$ and $D$. The choice of the gain $G_{i}$ is such that it limits the output power of the relay when the fading between the source and the $i$ th relay is low [19].

Now that the system model for the cooperative communication system is defined, the performance analysis of the model can be conducted. As the total effective SNR can be formulated, the standard analysis considered in traditional communication systems can easily be extended to cooperative communication systems. The cooperative system model presented above will be used through this thesis.

It is also worth mentioning that in wireless networks there is the problem that two transmitting nodes cannot sense each other and will often interfere with each other. This problem is often combated using carrier sense multiple access with collision avoidance (CSMA/CA) control frames [39]. How CSMA/CA control frames work is that they are used to reserve the transmission channel for a data packet before the packet is transmitted. That is, the sender transmits a request-to-send (RTS) frame to the receiver and after receiving, the receiver sends out a clear-to-send (CTS) frame to respond to the sender. The neighboring nodes after receiving the RTS and CTS frames check the duration field and halts transmission for that time duration. For networks where CSMA/CA protocol is used in the medium access control (MAC) layer, the use of symbol level relaying at the physical (PHY) layer is suitable as long as the RTS and CTS are limited in the number of symbols. As the relay process requires the addition of $m$ time slots per a symbol, it is important that the RTS and CTS are limited so that they do not substantially interfere with neighboring nodes. Although the research considered in this thesis is conducted at the symbol level it is assumed that MAC layer control can easily be applied.

### 2.2 Adaptive Transmission

Signal fading is a fundamental challenge in wireless communications. That is, rapid variations of channel gain due to multipath prorogation can dramatically reduce the reliability. However, adaptive wireless transmission techniques are known to cope with the time varying nature of the wireless channel, by changing the transmission parameters according to the channel quality. The limited availability of wireless spectrum is another challenge. This lack of available spectrum for expansion of wireless services required more spectrally efficient communication in order to meet the consumer demand. As this is the case,
adaptive transmission techniques are considered a top candidate to increase the spectral efficiency in many wireless systems and standards [10, 13, 33].

Adaptive transmission works by the receiver estimating the channel and feeding back the channel state information (CSI) to the transmitter. The transmitter then adapts the transmit power level, symbol/bit rate, constellation size, coding rate/scheme or any combination of these parameters in response to the changing channel conditions $[1,16]$. The source may transmit faster and/or at a higher power under good channel conditions and slower and/or at a reduced power under poor conditions. As classical wireless communication systems are generally designed with the worst case channel in mind, to maintain a fixed quality of service, adaptation allows for a higher spectral efficiency without sacrificing performance.

Recently there has been a surge of research in the area of adaptive transmission techniques for traditional point-to-point communication systems as can be seen in $[2,15,16,38,45,46]$, and the extension to systems with different diversity techniques in $[1,8,25,31,49]$. This surge of research is primarily due to the work of [16] where the Shannon capacity of a fading channel under several adaptive policies is obtained. However, it is worth noting that adaptive techniques have been around since the 1960's [7, 20], but have not been practical till recent advancements in computing technologies. The techniques of variable power adaptation and/or variable rate adaptation are applicable in many practical wireless communication systems and specifically there are three protocols worth studying.

The three adaptive protocols are [1,2,16]: (i) optimal simultaneous power and rate adaptation, (ii) constant power with optimal rate adaptation, (iii) channel inversion with fixed rate. The first protocol optimal simultaneous power and rate adaptation, varies its power level and rate parameters in response to the changing channel conditions. The second protocol is similar to the first, and differs by fixing its transmit power level and adapts only its data
rate. The third protocol is quite different then the first two protocols as it maintains constant rate and adapts its power to the inverse of the channels fading. More specifically, the first protocol achieves the ergodic capacity of the system; that is, the maximum average rate achievable by use of adaptive transmission $[16,31]$. The problem with simultaneous power and rate adaptation is that some applications require fixed rate, making this technique not suitable for all applications. In the second protocol, the transmitter adapts its rate only while maintaining a fixed power level. Thus, this protocol can be implemented at reduced complexity and is more practical than that of optimal simultaneous power and rate adaptation. The third protocol achieves what is known as the outage capacity of the system; that is the maximum constant data rate the can be supported for all channel conditions with some probability of outage [31]. However, the capacity of channel inversion is always less than the capacity of the previous two protocols as the transmission rate is fixed. On the other hand, constant rate transmission is required in some applications and is worth the loss in achievable capacity.

### 2.2.1 Adaptive Transmission System Model



Fig. 2.3. System Model for Adaptive Transmission.

In Fig. 2.3, the system model for an adaptive transmission wireless communication system is illustrated, based on the model in [14]. The transmitter firstly applies some form of adaptive coding and/or modulation, followed by power control. The power level, modulation format, encoder structure is
adapted based on the feedback of the received SNR. Based on this feedback the symbol $x[i]$ at time $i$, is transmitted. A wireless channel with gain $h[i]$ and AWGN noise $n[i]$ is applied, the received symbol is denoted as $y[i]$. The receiver then estimates the channel $\widehat{h}[i]$ decodes and demodulates accordingly, and feedbacks the channel estimate. How frequent the channel gain $h[i]$ varies will effectively determine how often the transmitter will adjust its transmission parameters of the encoder/modulator and power controller. For this system model to be valid the channel must be slow fading, that is the channel gain remains constant over multiple symbol durations. The reasons for this is the channel estimator must be able to make a very accurate estimate and so the delay of the feedback path is effectively negligible. As this assumption is valid for many practical situations, the following assumption is made, for the remaining analysis in this thesis, that error-free channel estimation occurs and that error-free delay-free feedback of the channel estimate from the receiver to the transmitter occurs.

It is well-known that the Shannon capacity of the fading channel defines the theoretical upper bound on the rate for reliable data transmission. That is, the capacity can be used as a metric in which to compare the throughput of practical communication systems to. The capacity for adaptive transmission for the three aforementioned protocols has been shown in [16] and is as follow.

## Optimal Simultaneous Power and Rate Adaptation

The channel capacity $C_{\text {opra }}$ (in bits/second) given the probability density function (PDF) of the received $\operatorname{SNR} p_{\gamma}(\gamma)$, under the condition of optimal simultaneous power and rate adaptation is given by $[1,16]$ :

$$
\begin{equation*}
C_{\text {opra }}=\frac{B}{\ln 2} \int_{\gamma_{0}}^{\infty} \ln \left(\frac{\gamma}{\gamma_{0}}\right) p_{\gamma}(\gamma) d \gamma, \tag{2.8}
\end{equation*}
$$

where $B$ (in hertz) is the bandwidth of the channel and $\gamma_{0}$ is the optimal cutoff SNR below which the transmission is stopped.

The optimal cutoff SNR below which the transmission is halted satisfies

$$
\begin{equation*}
\int_{\gamma_{0}}^{\infty}\left(\frac{1}{\gamma_{0}}-\frac{1}{\gamma}\right) p_{\gamma}(\gamma) d \gamma=1 \tag{2.9}
\end{equation*}
$$

As the transmission is halted when $\gamma<\gamma_{0}$, there is a probability that the SNR falls below the optimal threshold $\gamma_{0}$. This outage probability is given by:

$$
\begin{equation*}
P_{\mathrm{out}}=P\left[\gamma<\gamma_{0}\right]=\int_{0}^{\gamma_{0}} p_{\gamma}(\gamma) d \gamma=1-\int_{\gamma_{0}}^{\infty} p_{\gamma}(\gamma) d \gamma \tag{2.10}
\end{equation*}
$$

## Optimal Rate Adaptation with Constant Transmit Power

For optimal rate adaptation with constant transmit power, the channel capacity $C_{\text {ora }}$ is given by $[1,16]$ :

$$
\begin{equation*}
C_{\text {ora }}=\frac{B}{\ln 2} \int_{0}^{\infty} \ln (1+\gamma) p_{\gamma}(\gamma) d \gamma \tag{2.11}
\end{equation*}
$$

## Channel Inversion with Fixed Rate

Truncated channel inversion is possible as long as the received SNR is above a cutoff $\gamma_{0}$. The channel capacity $C_{\text {tifr }}$ is given by $[1,16]$ :

$$
\begin{equation*}
C_{\mathrm{tifr}}=\frac{B}{\ln 2} \ln \left(1+\left[\int_{\gamma_{0}}^{\infty} \frac{p_{\gamma}(\gamma) d \gamma}{\gamma}\right]^{-1}\right)\left(1-P_{\mathrm{out}}\right) \tag{2.12}
\end{equation*}
$$

Now that the system model for the wireless communication system under adaptive transmission is defined and the capacity under different protocols is defined, the capacity of any system model can be derived as long as the received SNR can be statistically formulated. This is because, all of the three capacity equations defined have a common metric of the PDF of the received SNR. As the capacity of a communication channel defines the upper bound on the amount of information that can be reliably transmitted, the capacity of adaptive transmission was only presented in this section as it can be used as a benchmark for practical systems to achieve. For a more elaborate discussion on adaptive transmission techniques, applications and performance analysis see [14, Ch. 9].

### 2.3 Summary

The system models for cooperative communication and adaptive transmission are defined. The AF cooperative network receive SNR was formulated. Furthermore, the capacity expressions of adaptive transmission has been mentioned. If the PDF of the receive SNR for the cooperative network can be derived then the capacity of the cooperative network under adaptive transmission can be found. The analysis of the capacity of the cooperative network under adaptive transmission will be the concern of the next chapter, followed by chapters on practical techniques to achieve this capacity.

## Chapter 3

## Channel Capacity of Cooperative Communication Under Adaptive Transmission

### 3.1 Introduction

N N EFFICIENT WAY OF PROVIDING DIVERSITY in wireless fading $[26,40]^{1}$. In cooperative communications, the source transmits information to the destination not only through a direct-link but also through the use of relays. This so-called "cooperative diversity" can dramatically improve the performance by using the antennas available at the other nodes of the network.

The performance of cooperative communication systems has been analyzed for various system and channel models. The average symbol error rate (SER) of a two-hop cooperative system is analyzed in $[3,19,23]$ for the Rayleigh and Nakagami- $m$ fading channels. The outage performance of the cooperative sys-

[^1]tem with Rayleigh fading which operates on a half-duplex mode in the low SNR regime is provided in [4]. In [5] and [43] the authors derive closed-form expressions for the outage probability for Rayleigh and Nakagami- $m$ channels, respectively, with decode-and-forward relays. The performance of an analytical model for automatic repeat request (ARQ) cooperative diversity in multihop wireless networks is presented in [28]. Furthermore, the enhancement of spatial-diversity by applying space-time coding is investigated in [6] and [47] for non-regenerative and distributed regenerative relaying, respectively.

All the aforementioned papers only consider fixed rate and fixed power transmission. However, adaptive transmission techniques for the wireless channel are shown to be effective $[1,16]$. Particularly, the transmitter adapts the transmit power level, symbol/bit rate, constellation size, coding rate/scheme or any combination of these parameters in response to the changing channel conditions $[1,16]$. Therefore, by transmitting faster and/or higher power under good channel conditions and slower and/or smaller power under poor channel conditions, a higher spectral efficiency without sacrificing performance can be achieved.

More recently, resource allocation in terms of power and bandwidth is investigated for the basic three-node relay network in $[18,21,24,30]$ and for the $m$-node relay network in $[32,37,48]$. The majority of the aforementioned work considers power allocation problems in the context of cooperative networks. This problem is formulated by placing a fixed power constraint among the relays, and one seeks to allocate the power to different nodes to optimize some objective. This requires channels state information (CSI) of all the links and fixed source rates, and as a consequence, it is distinctly different than the adaptive policies of $[1,16]$. In general, the power allocation problem has a high overhead when the number of nodes in the network is large. This is due to the requirement of having the CSI for all of the links. Furthermore, rate adaptation at the transmitter is not considered in all the aforementioned work.

Motivated by these observations, this chapter propose the use of fixed non-regenerative cooperative systems with adaptive transmission techniques. That is, only the source adapts its rate and/or power level according to the changing channel conditions, while the $m$ relays simply amplify and forward the signals. For the proposed source-adaptation scheme only partial CSI is required at the source. Thus, feedback of the effective SNR is only required to be available at the source, not the $m$ relays. In this chapter, the upper bound expressions for the capacity and outage probability of such sourceadaptive cooperative networks in both i.i.d. and non-i.i.d. Rayleigh fading environments are derived. A lower bound and Monte Carlo simulations are used to substantiate the tightness of the derived upper bound. Three different adaptive techniques are considered, namely (i) optimal simultaneous power and rate adaptation, (ii) constant power with optimal rate adaptation, (iii) channel inversion with fixed rate.

The remainder of this chapter is organized as follows. Section 3.2 presents the channel and system model. The capacity analysis for the cooperative system under the different adaptive transmission techniques is derived in Section 3.3. In Section 3.4 the results of the capacity derivations are compared. A summary is given in Section 3.5.

### 3.2 Channel and System Model

### 3.2.1 System Model

The adaptive cooperative wireless network of Fig. 3.1, a source node $S$ communicates with a destination node $D$ via a direct link and through $m$ AF relays $R_{i}, i \in\{1,2, \ldots, m\}$. This model is similar to the model discussed in Chapter 2, and the important points of the model will be briefly reviewed. In the first phase of cooperation, the source transmits the signal $x$ to the desti-
nation and the relays. The received signals at the destination and at the $i$ th relay respectively are

$$
\begin{gather*}
r_{s, d}=h_{s, d} x+n_{s, d}  \tag{3.1}\\
r_{s, i}=h_{s, i} x+n_{s, i}, \quad i=1, \ldots, m \tag{3.2}
\end{gather*}
$$

where $h_{s, i}, h_{i, d}$, and $h_{s, d}$ denote the Rayleigh fading coefficients between the source and the $i$ th relay, the $i$ th relay and destination, and the source and the destination, respectively. The noise is denoted at the relays as $n_{s, i}$ and at the destination as $n_{s, d}$ and $n_{i, d}$.


Fig. 3.1. Cooperative diversity wireless network with adaptive transmission.

The $i$ th relay amplifies the received signal and transmits it to the destination in the second phase of cooperation. During this phase, orthogonal transmission is required to transmit the $m$ symbols at each of the relays. Without lost of generality, this can be accomplished by using TDMA [26]. That is, each of the $m$ symbols are transmitted from the relays in a round robin fashion. The received signal at the destination from the $i$ th relay is

$$
\begin{equation*}
r_{i, d}=G_{i} h_{i, d} r_{s, i}+n_{i, d}, \quad i=1, \ldots, m, \tag{3.3}
\end{equation*}
$$

where $G_{i}$ is the $i$ th relay amplifier gain, chosen as [26], $G_{i}^{2}=E_{s} /\left(E_{s}\left|h_{s, i}\right|^{2}+N_{0}\right)$ where $E_{s}$ is the average symbol energy, and $N_{0}$ is the noise variance.

Using MRC at the destination node the total SNR is easily found as [26]

$$
\begin{equation*}
\gamma_{\mathrm{tot}}=\gamma_{s, d}+\sum_{i=1}^{m} \frac{\gamma_{s, i} \gamma_{i, d}}{\gamma_{s, i}+\gamma_{i, d}+1} \tag{3.4}
\end{equation*}
$$

where $\gamma_{s, i}=\left|h_{s, i}\right|^{2} E_{s} / N_{0}, \gamma_{i, d}=\left|h_{i, d}\right|^{2} E_{s} / N_{0}, \gamma_{s, d}=\left|h_{s, d}\right|^{2} E_{s} / N_{0}$ are the instantaneous SNRs between $S$ and $R_{i}, R_{i}$ and $D, S$ and $D$ respectively.

An upper bound of the total SNR at the destination node can be found as $[3,23]$

$$
\begin{equation*}
\gamma_{\mathrm{tot}} \leq \gamma_{s, d}+\sum_{i=1}^{m} \gamma_{i}=\gamma_{u b} \tag{3.5}
\end{equation*}
$$

where $\gamma_{i}=\min \left(\gamma_{s, i}, \gamma_{i, d}\right)$. The subsequent analysis exclusive relies on the upper bound, $\gamma_{u b}$. Furthermore, this upper bound has been shown to be quite accurate $[3,23]$. A lower bound can be formulated as in [3] where $\gamma_{i}=0.5 \min \left(\gamma_{s, i}, \gamma_{i, d}\right)$. As the lower bound is different from the upper bound only by a factor of half, the following analysis can easily be extended to the lower bound, but is omitted for brevity.

### 3.2.2 Probability Distribution Function Derivation

As $\gamma_{i}$ and $\gamma_{s, d}$ are independent, the moment generating function (MGF) of $\gamma_{u b}$ is expressed as

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=M_{\gamma_{s, d}}(s) \prod_{i=1}^{m} M_{\gamma_{i}}(s) \tag{3.6}
\end{equation*}
$$

where $M_{\gamma_{s, d}}(s)$ and $M_{\gamma_{i}}(s)$ are the MGF of $\gamma_{s, d}$ and $\gamma_{i}$, respectively, and the MGF is defined as $M_{X}(s)=\mathbf{E}\left\{e^{-s X}\right\}, \mathbf{E}\{\cdot\}$ denotes the statistical average over the random variable $X$.

For Rayleigh fading, $\gamma_{s, d}$ is exponentially distributed, thus $M_{\gamma_{s, d}}(s)=(1+$ $\left.\bar{\gamma}_{s, d} s\right)^{-1}$, where $\bar{\gamma}_{s, d}=\mathbf{E}\left\{\left|h_{s, d}\right|^{2}\right\} E_{s} / N_{0}$. The MGF of $\gamma_{i}$ is derived via the use of the cumulative distribution function (CDF) of $\gamma_{i}$

$$
\begin{equation*}
F_{\gamma_{i}}(\gamma)=1-P\left(\gamma_{s, i}>\gamma\right) P\left(\gamma_{i, d}>\gamma\right) \tag{3.7}
\end{equation*}
$$

To proceed further, consider two different cases of fading channels as follows.

## I.I.D. Fading Channels

In this case, the statistic of all links is identical and the average SNR on each link is given by $\bar{\gamma}=\mathbf{E}\left\{\left|h_{s, i}\right|^{2}\right\} E_{s} / N_{0}=\mathbf{E}\left\{\left|h_{i, d}\right|^{2}\right\} E_{s} / N_{0}$. Differentiating (3.7) the PDF of $\gamma_{i}$ is easily shown to be $p_{\gamma_{i}}(\gamma)=(2 / \bar{\gamma}) e^{-2 \gamma / \bar{\gamma}}$. Then, the MGF can be written as $M_{\gamma_{i}}(s)=(1+0.5 \bar{\gamma} s)^{-1}$. Applying these results into (3.6) the expression for the MGF of $\gamma_{u b}$ is

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=\left(1+\bar{\gamma}_{s, d} s\right)^{-1}(1+0.5 \bar{\gamma} s)^{-m} \tag{3.8}
\end{equation*}
$$

Using partial fractions, (3.8) can be rewritten as

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=\beta_{0}\left(1+\bar{\gamma}_{s, d} s\right)^{-1}+\sum_{i=1}^{m} \beta_{i}(1+0.5 \bar{\gamma} s)^{-i} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}=\left(1-\frac{\bar{\gamma}}{2 \bar{\gamma}_{s, d}}\right)^{-m} \text { and } \beta_{i}=\frac{(0.5 \bar{\gamma})^{(i-m)}}{(m-i)!} \frac{\partial^{m-i}}{\partial s^{m-i}}\left[\left(1+\bar{\gamma}_{s, d} s\right)^{-1}\right]_{s=-1 /(0.5 \bar{\gamma})} \tag{3.10}
\end{equation*}
$$

Taking the inverse Laplace transform of $M_{\gamma_{u b}}(s)$ in (3.9), and using the fact that $\mathcal{L}^{-1}\left\{(1+a s)^{-k}\right\}=\frac{1}{(k-1)!a^{k}} x^{k-1} e^{-\frac{x}{a}}$, the pdf of $\gamma_{u b}$ is as follows:

$$
\begin{equation*}
p_{\gamma_{u b}}(\gamma)=\frac{\beta_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} \tag{3.11}
\end{equation*}
$$

## Non-I.I.D. Fading Channels

In practice, the relays are often not symmetrically placed which causes different fading statistics among the relay-destination links. Thus, it is of interest to consider independent but not identically distributed channels. Similar to the case of i.i.d. fading, differentiating (3.7) we obtain the pdf of $\gamma_{i}$ as $p_{\gamma_{i}}(\gamma)=\left(1 / \tau_{i}\right) e^{-\gamma / \tau_{i}}$, where $\tau_{i}=\frac{\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}}{\bar{\gamma}_{s, i}+\bar{\gamma}_{i, d}}, \bar{\gamma}_{s, i}=\mathbf{E}\left\{\left|h_{s, i}\right|^{2}\right\} E_{s} / N_{0}$ and $\bar{\gamma}_{i, d}=\mathbf{E}\left\{\left|h_{i, d}\right|^{2}\right\} E_{s} / N_{0}$. The MGF can then be written as $M_{\gamma_{i}}(s)=\left(1+\tau_{i} s\right)^{-1}$. Applying these results into (3.6) the MGF of $\gamma_{u b}$ is

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=\left(1+\bar{\gamma}_{s, d} s\right)^{-1} \prod_{i=1}^{m}\left(1+\tau_{i} s\right)^{-1} \tag{3.12}
\end{equation*}
$$

Again, using partial fractions, (3.12) can be rewritten

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=\widehat{\beta}_{0}\left(1+\gamma_{s, d} s\right)^{-1}+\sum_{i=1}^{m} \widehat{\beta}_{i}\left(1+\tau_{i} s\right)^{-1} \tag{3.13}
\end{equation*}
$$

where
$\widehat{\beta}_{0}=\prod_{i=1}^{m}\left(1-\frac{\tau_{i}}{\bar{\gamma}_{s, d}}\right)^{-1}$ and $\widehat{\beta}_{i}=\left(1-\frac{\bar{\gamma}_{s, d}}{\tau_{i}}\right)^{-1} \prod_{k=1, k \neq i}^{m}\left(1-\frac{\tau_{k}}{\tau_{i}}\right)^{-1}, \quad i=1, \ldots, m$.

Taking the inverse Laplace transform of $M_{\gamma_{u b}}(s)$ in (3.13) gives the pdf of $\gamma_{u b}$ as:

$$
\begin{equation*}
p_{\gamma_{u b}}(\gamma)=\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} e^{-\frac{\gamma}{\tau_{i}}} . \tag{3.15}
\end{equation*}
$$

The next section investigates the capacity of the cooperative system under adaptive transmission. In the proposed system, only the source performs adaptation, i.e., the source will vary its rate and/or power while the relays simply amplify and forward their received signal. In order to implement adaptive transmission, it is assumed that the received SNR $\gamma_{\text {tot }}$ is perfectly tracked at the destination and is then fed back error free to the source. The channel is assumed to be slow fading and feedback delay is negligible, thus allowing the source to change the power and/or rate. These are more or less standard assumptions in $[1,2,15,16,31]$.

### 3.3 Capacity Analysis Under Adaptive Transmission

It is well-known that the Shannon capacity of the fading channel defines the theoretical upper bound on the rate for reliable data transmission. One way to achieve this bound is to employ adaptive transmission, i.e., the transmitter at the source adapts its power, rate, and/or coding scheme to the channel variation. For fixed AF relaying where only the source performs adaptation, the capacity of different adaptive schemes are as follows.

### 3.3.1 Optimal Simultaneous Power and Rate Adaptation

## I.I.D. Fading Channels

The channel capacity $C_{\text {opra }}$ (in bits/second) given the pdf of the received SNR $p_{\gamma_{u b}}(\gamma)$, under the condition of optimal simultaneous power and rate adaptation is given by $[1,16]$ :

$$
\begin{equation*}
C_{\mathrm{opra}}=\frac{B}{(m+1) \ln 2} \int_{\gamma_{0}}^{\infty} \ln \left(\frac{\gamma}{\gamma_{0}}\right) p_{\gamma_{u b}}(\gamma) d \gamma, \tag{3.16}
\end{equation*}
$$

where $B$ (in hertz) is the bandwidth of the channel and $\gamma_{0}$ is the optimal cutoff SNR below which the transmission is stopped. The factor $1 /(m+1)$ accounts for the fact that the transmission process takes place in $(m+1)$ orthogonal channels or time-slots.

The optimal cutoff SNR below which the transmission is halted satisfies

$$
\begin{equation*}
\int_{\gamma_{0}}^{\infty}\left(\frac{1}{\gamma_{0}}-\frac{1}{\gamma}\right) p_{\gamma_{u b}}(\gamma) d \gamma=1 \tag{3.17}
\end{equation*}
$$

As the transmission is halted when $\gamma_{u b}<\gamma_{0}$, there is a probability that the SNR falls below the optimal threshold $\gamma_{0}$. This outage probability is given by:

$$
\begin{equation*}
P_{\mathrm{out}}=P\left[\gamma_{u b}<\gamma_{0}\right]=\int_{0}^{\gamma_{0}} p_{\gamma_{u b}}(\gamma) d \gamma=1-\int_{\gamma_{0}}^{\infty} p_{\gamma_{u b}}(\gamma) d \gamma \tag{3.18}
\end{equation*}
$$

The capacity $C_{\text {opra }}$ is achieved when the source adapts its power and rate simultaneously according to the perfect CSI at the transmitter. Substituting (3.11) into (3.16), and making use of the integral $\mathcal{J}_{n}(\mu)=\int_{1}^{\infty} t^{n-1} \ln (t) e^{-\mu t} d t, \mu>$ $0 ; n=1,2, \ldots$, which is evaluated in closed-form [1, eq. (70)], the closed-form expression for $C_{\text {opra }}$ is

$$
\begin{equation*}
C_{\text {opra }}=\frac{B}{(m+1) \ln 2}\left[\frac{\beta_{0} \gamma_{0}}{\bar{\gamma}_{s, d}} \mathcal{J}_{1}\left(\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}\right)+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!\gamma_{0}^{-i}} \mathcal{J}_{i}\left(\frac{2 \gamma_{0}}{\bar{\gamma}}\right)\right] . \tag{3.19}
\end{equation*}
$$

The optimal cutoff $\operatorname{SNR} \gamma_{0}$ is found by solving for $\gamma_{0}$ in (3.17), which can be rewritten as

$$
\begin{equation*}
\frac{1}{\gamma_{0}} \int_{\gamma_{0}}^{\infty} p_{\gamma_{u b}}(\gamma) d \gamma-\int_{\gamma_{0}}^{\infty} \frac{1}{\gamma} p_{\gamma_{u b}}(\gamma) d \gamma=1 \tag{3.20}
\end{equation*}
$$

First,

$$
\begin{equation*}
\int_{\gamma_{0}}^{\infty} p_{\gamma_{u b}}(\gamma) d \gamma=\beta_{0} e^{-\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}}+e^{-\frac{2 \gamma_{0}}{\bar{\gamma}}} \sum_{i=1}^{m} \beta_{i} \sum_{k=0}^{i-1} \frac{1}{k!}\left(\frac{2 \gamma_{0}}{\bar{\gamma}}\right)^{k} \tag{3.21}
\end{equation*}
$$

is established by using [17, eq. (3.351.2)]. Second,

$$
\begin{equation*}
\int_{\gamma_{0}}^{\infty} \frac{p_{\gamma_{u b}}(\gamma) d \gamma}{\gamma}=\frac{\beta_{0}}{\bar{\gamma}_{s, d}} E_{1}\left(\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}\right)+\frac{2 \beta_{1}}{\bar{\gamma}} E_{1}\left(\frac{2 \gamma_{0}}{\bar{\gamma}}\right)+e^{-\frac{2 \gamma_{0}}{\bar{\gamma}}} \sum_{i=2}^{m} \frac{\beta_{i}}{(i-1)} \sum_{k=0}^{i-2} \frac{\gamma_{0}^{k}}{k!(0.5 \bar{\gamma})^{k+1}} \tag{3.22}
\end{equation*}
$$

is found similarly using [17, eq. (3.351.2)] where $E_{n}(x)$ is the exponential integral of order $n$, defined by [1] $E_{n}(x)=\int_{1}^{\infty} t^{-n} e^{-x t} d t, x \geq 0$. Substituting (3.21) and (3.22) into (3.20) the optimal cutoff SNR $\gamma_{0}$ can be obtained numerically. Asymptotically as $\bar{\gamma}=\bar{\gamma}_{s, d} \rightarrow \infty, \gamma_{0} \rightarrow 1$. Numerical results also indicate, but not shown, that $\gamma_{0}$ lies in the interval of $[0,1]$.

The probability of outage is found by substituting (3.21) into (3.18)

$$
\begin{equation*}
P_{\text {out }}=1-\left[\beta_{0} e^{-\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}}+e^{-\frac{2 \gamma_{0}}{\bar{\gamma}}} \sum_{i=1}^{m} \beta_{i} \sum_{k=0}^{i-1} \frac{1}{k!}\left(\frac{2 \gamma_{0}}{\bar{\gamma}}\right)^{k}\right] \tag{3.23}
\end{equation*}
$$

## Non-I.I.D. Fading Channels

The closed-form expression for $C_{\text {opra }}$ is

$$
\begin{equation*}
C_{\text {opra }}=\frac{B}{(m+1) \ln 2}\left[\frac{\widehat{\beta}_{0} \gamma_{0}}{\bar{\gamma}_{s, d}} \mathcal{J}_{1}\left(\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}\right)+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i} \gamma_{0}}{\tau_{i}} \mathcal{J}_{1}\left(\frac{\gamma_{0}}{\tau_{i}}\right)\right] . \tag{3.24}
\end{equation*}
$$

The optimal cutoff SNR $\gamma_{0}$ in (3.24) is found by numerically solving for $\gamma_{0}$ in (3.20), where

$$
\begin{equation*}
\int_{\gamma_{0}}^{\infty} p_{\gamma_{u b}}(\gamma) d \gamma=\widehat{\beta}_{0} e^{-\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \widehat{\beta}_{i} e^{-\frac{\gamma_{0}}{\tau_{i}}}, \tag{3.25}
\end{equation*}
$$

and,

$$
\begin{equation*}
\int_{\gamma_{0}}^{\infty} \frac{p_{\gamma_{u b}}(\gamma) d \gamma}{\gamma}=\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} E_{1}\left(\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}\right)+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} E_{1}\left(\frac{\gamma_{0}}{\tau_{i}}\right) . \tag{3.26}
\end{equation*}
$$

As in the case of i.i.d. fading, the probability of outage is found by substituting (3.25) into (3.18)

$$
\begin{equation*}
P_{\text {out }}=1-\left[\widehat{\beta}_{0} e^{-\frac{\gamma_{0}}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \widehat{\beta}_{i} e^{-\frac{\gamma_{0}}{\tau_{i}}}\right] . \tag{3.27}
\end{equation*}
$$

### 3.3.2 Optimal Rate Adaptation with Constant Transmit Power

## I.I.D. Fading Channels

For optimal rate adaptation with constant transmit power, the channel capacity $C_{\text {ora }}$ is given by $[1,16]$ :

$$
\begin{equation*}
C_{\text {ora }}=\frac{B}{(m+1) \ln 2} \int_{0}^{\infty} \ln (1+\gamma) p_{\gamma_{u b}}(\gamma) d \gamma \tag{3.28}
\end{equation*}
$$

Substituting (3.11) into (3.28), and making use of the integral $\mathcal{I}_{n}(\mu)=\int_{0}^{\infty} t^{n-1} \ln (1+$ $t) e^{-\mu t} d t, \mu>0 ; n=1,2, \ldots$, which can be evaluated in a closed-form as in $\left[1\right.$, eq. (78)], the closed-form expression for the capacity $C_{\text {ora }}$ is

$$
\begin{equation*}
C_{\text {ora }}=\frac{B}{(m+1) \ln 2}\left[\frac{\beta_{0}}{\bar{\gamma}_{s, d}} \mathcal{I}_{1}\left(\frac{1}{\bar{\gamma}_{s, d}}\right)+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \mathcal{I}_{i}\left(\frac{2}{\bar{\gamma}}\right)\right] . \tag{3.29}
\end{equation*}
$$

## Non-I.I.D. Fading Channels

Likewise, the closed-form expression for the capacity $C_{\text {ora }}$ is

$$
\begin{equation*}
C_{\text {ora }}=\frac{B}{(m+1) \ln 2}\left[\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} \mathcal{I}_{1}\left(\frac{1}{\bar{\gamma}_{s, d}}\right)+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} \mathcal{I}_{1}\left(\frac{1}{\tau_{i}}\right)\right] . \tag{3.30}
\end{equation*}
$$

As the transmitter only adapts its rate, instead of both rate and power, to the changing channel conditions, the scheme of optimal rate adaptation with constant transmit power can be implemented at reduced complexity, and thus, is more practical than that of optimal simultaneous power and rate adaptation. Furthermore, as discussed in [1], (3.28) is the capacity of a flatfading $(m+1)$ orthogonal wireless channel, without adaptation. Therefore, optimal rate adaptation with constant power is a practical technique to achieve the flat-fading channel capacity.

### 3.3.3 Channel Inversion with Fixed Rate

## I.I.D. Fading Channels

Truncated channel inversion with fixed rate is the least complex adaptive technique as the transmitter only adjusts the power level to provide a constant SNR at the destination. Truncated channel inversion is possible as long as the received SNR is above a cutoff $\gamma_{0}$. This scheme achieves the outage capacity of the system. The channel capacity $C_{\text {tifr }}$ is given by $[1,16]$ :

$$
\begin{equation*}
C_{\text {tifr }}=\frac{B}{(m+1) \ln 2} \ln \left(1+\left[\int_{\gamma_{0}}^{\infty} \frac{p_{\gamma_{u b}}(\gamma) d \gamma}{\gamma}\right]^{-1}\right)\left(1-P_{\mathrm{out}}\right) . \tag{3.31}
\end{equation*}
$$

The truncated channel inversion capacity with fixed rate is simply found by substituting (3.22) and (3.23) into (3.31) but omitted here for brevity.

## Non-I.I.D. Fading Channels

The truncated channel inversion capacity with fixed rate is similarly found by substituting (3.26) and (3.27) into (3.31) but is omitted for brevity.

The capacity of this scheme is shown to be always less then the previous two schemes as it does not perform rate adaptation relative to the channel conditions. It should be noted that when channel inversion is done without truncation i.e., $\gamma_{0}=0$, the capacity is zero for i.i.d Rayleigh fading. However, some applications require constant rate even with the loss in achievable capacity.

### 3.4 Numerical Results and Comparisons

This section presents, the channel capacity and the outage probability for cooperative systems with adaptive transmissions. For i.i.d. and non-i.i.d Rayleigh fading, the system with one relay, $m=1$ and two relays, $m=2$ is considered, respectively. However, the results of Section 3.3 can be used for any number
of relays. Moreover, the average SNR of the links are chosen to represent a practical model of a cooperative communication system.

In Fig. 3.2 a closed-form channel capacity derived in (3.19), (3.29), and (3.31) are plotted for i.i.d. Rayleigh fading, with $\bar{\gamma}_{s, d}=\bar{\gamma}$. Note that the approximate lower bound of [3] where $\gamma_{i}=0.5 \min \left(\gamma_{s, i}, \gamma_{i, d}\right)$ is also plotted along with the Monte Carlo simulation results for the case of simultaneous power and rate adaptation where $5 \times 10^{3}$ samples were used. There is a distinct gap between the upper and lower bounds, which agrees with the results in [3]. The capacity of the optimal simultaneous power and rate adaptation and the capacity of the optimal rate adaptation with constant transmit power scheme are basically indistinguishable at high SNR. It is noticeable at low SNR that the Monte Carlo simulation is tight to the lower bound. Similar results for the Monte Carlo simulation result were obtained for the other adaptive policies, but are omitted for clarity. Furthermore, the capacity performance of the truncated channel inversion with fixed rate is clearly suboptimal to the other schemes, as previously discussed.

Fig. 3.3 shows the probability of outage for the simultaneous optimal rate-power adaptation and for the truncated channel inversion schemes. In the former case, the optimal cut-off SNR was numerically found as in (3.20). In the latter case, the optimal cut-off SNR is the value that maximizes the capacity (3.31). However, this maximization occurs at the cost of increased probability of outage. These results are illustrated in Fig. 3.4, where the capacity per unit bandwidth is plotted as a function of the cut-off SNR $\gamma_{0}^{*}$, for $\bar{\gamma}_{s, d}=\bar{\gamma}=5,10,15$ and 20 dB . The optimal cut off SNR $\gamma_{0}^{*}$ that maximizes the capacity occurs at $\gamma_{0}<\gamma_{0}^{*}$, as $\gamma_{0}$ is restricted between the interval [0,1]. This indicates that increased capacity occurs at the cost of some outage probability, as in Fig. 3.3. Furthermore, it can be seen that the lower bound on the outage probability is tight to the Monte Carlo simulation at low SNR and that the upper bound is tight to the Monte Carlo simulation at high SNR. For the case


Fig. 3.2. Channel capacity comparison of adaptive schemes with i.i.d. Rayleigh fading channels.
of simultaneous optimal rate-power adaptation the Monte Carlo simulation was ran for $10^{5}$ samples for SNR of 0 to $12 \mathrm{~dB}, 10^{6}$ samples for SNR of 13 to 16 dB , and $10^{7}$ samples for SNR of 17 to 20 dB . Similarly, for the case of truncated channel inversion the Monte Carlo simulation was ran for $10^{6}$ samples for SNR of 0 to $12 \mathrm{~dB}, 10^{7}$ samples for SNR of 13 to 20 dB .

For non-i.i.d. Rayleigh fading, the channel capacity with adaptive transmissions are plotted in Fig. 3.5. The average SNRs on the branches are as follows: $\bar{\gamma}_{s, 1}=E_{s} / N_{0}, \bar{\gamma}_{s, 2}=0.8 E_{s} / N_{0}, \bar{\gamma}_{1, d}=0.3 E_{s} / N_{0}, \bar{\gamma}_{2, d}=0.56 E_{s} / N_{0}$, and $\bar{\gamma}_{s, d}=0.2 E_{s} / N_{0}$. The results obtained are similar to the i.i.d. Rayleigh fading case, but, for this two-relay system, the gap between the truncated adaptive scheme and the optimal scheme is decreased. Also it was noticed that as the cooperative diversity increases (i.e., the number of relays increases) the difference in capacity of the adaptive channel inversion technique with respect to


Fig. 3.3. Outage probability of adaptive schemes with i.i.d. Rayleigh fading channels.
the other adaptive techniques depreciates. The outage probability is plotted in Fig. 3.6.

### 3.5 Summary

This chapter has proposed the use of adaptive source transmission for the cooperative networks with fixed AF relay processing. To the best of the authors knowledge, this is the first time such source-adaptive relay networks have been analyzed. The Shannon capacity of the AF cooperative i.i.d. and non-i.i.d. Rayleigh fading channels with adaptive transmission are derived. The closedform capacity bounds were found using a tight upper bound on the effective received SNR. The three adaptive techniques considered were:(i) optimal simultaneous power and rate adaptation; (ii) constant power with optimal rate


Fig. 3.4. Channel capacity versus cut-off $\operatorname{SNR} \gamma_{0}^{*}$ for $\bar{\gamma}_{s, d}=\bar{\gamma}$.


Fig. 3.5. Channel capacity comparison of adaptive schemes with non-i.i.d.
Rayleigh fading channels.


Fig. 3.6. Outage probability of adaptive schemes with non-i.i.d. Rayleigh fading channels.
adaptation; (iii) channel inversion with fixed rate. These capacity results represent achievable bounds for source-adaptive relay networks, and can be used as a bench mark to compare practical techniques to.

## Chapter 4

## Performance Analysis of Adaptive $M$-QAM for Rayleigh Fading Cooperative Systems

### 4.1 Introduction

IN THE PREVIOUS CHAPTER, adaptive transmission was analyzed for the Rayleigh fading AF cooperative networks ${ }^{1}$. However, no insight is given on how to achieve these capacity bounds. Although variable power, variablerate adaptive schemes are known to be optimum in the sense they obtain the ergodic capacity, they have high implementation complexity. Thus, constant power with optimal rate adaptation scheme is a potential candidate for increasing capacity with reduced complexity [8,25]. Specifically, in [15] adaptive M-QAM for the classical communication systems is considered as a practical technique to realizing variable-rate fixed-power adaptive modulation.

Motivated by these observations, this chapter analyzes the performance of

[^2]the cooperative systems with constant power $M$-QAM adaptive rate transmission when the instantaneous BER is constrained to be below some threshold. In particular, the closed-form expressions for the outage probability, achievable spectral efficiency, and BER for the AF cooperative network in both i.i.d. and non-i.i.d. Rayleigh fading environments are derived. Note that these results provide a different perspective on the system implementation and analysis from the previous chapter, where the Shannon capacity for the non-regenerative cooperative system under adaptive transmissions for both i.i.d. and non-i.i.d. Rayleigh fading channels was derived.

This chapter is organized as follows. Section 4.2 presents the channel and system model. Analysis of adaptive $M$-QAM is conducted in Section 4.3. In Section 4.4 the numerical results are presented. A summary is given in Section 4.5.

### 4.2 Channel and System Model

The cooperative wireless network with adaptive $M$-QAM transmission is depicted in Fig. 4.1. However, the general channel and system model is the same as considered in Chapter 3, Section 3.2. Consequently, no discussion regarding the general cooperative system model will be given in this chapter.


Fig. 4.1. Cooperative diversity wireless network with adaptive transmission.

### 4.3 Adaptive $M$-QAM Modulation

### 4.3.1 Adaptive Scheme

Among different adaptive transmission schemes, the constant-transmit-power and variable-rate scheme has many practical advantages. The destination needs only to calculate the total SNR and select the appropriate transmission rate and send this information back to the transmitter. This makes adaptive techniques based on adaptive $M$-QAM modulation such as those proposed in $[2,15]$ viable. For this reason, adaptive $M$-QAM is also considered in this chapter. The BER of a system which implements $M$-QAM modulation over an AWGN channel, with coherent detection and Gray coding can be approximated as $[2,15]$

$$
\begin{equation*}
\operatorname{BER}(M, \gamma) \approx 0.2 \exp \left(\frac{-3 \gamma}{2(M-1)}\right) \tag{4.1}
\end{equation*}
$$

where again $\gamma$ is the received SNR.
It is shown in [2] that the approximate BER (4.1) is indeed an upper bound on the exact BER for modulation order $M \geq 4$ and for $\operatorname{BER} \leq 10^{-2}$. This approximation is used in $[2,15]$ and this work due to the fact that it is invertible, which yields nice closed-form solutions for determining the spectral efficiency, outage probability, and average BER. By inverting (4.1) the spectral efficiency of the continuous-rate $M$-QAM can be approximated as $[2,15]$ :

$$
\begin{equation*}
\frac{R}{B}=\log _{2} M=\log _{2}\left(1+\frac{3 \gamma}{2 K_{0}}\right) \tag{4.2}
\end{equation*}
$$

where $K_{0}=-\ln \left(5 \mathrm{BER}_{0}\right)$ and $\mathrm{BER}_{0}$ is the target BER. The spectral efficiency of (4.2) is achieved by using the adaptive continuous rate (ACR) M-QAM [11]. How ACR $M$-QAM works is the number of bits per symbol is varied depending on the instantaneous effective SNR $\gamma$. However, because of the practical limitation of ACR, adaptive discrete rate (ADR) $M$-QAM with constellation size $M_{n}=2^{n}$ for $n$ a positive integer, is implementable and is worth investigating.

The ADR $M$-QAM scheme performs as follows. The range of the effective received SNR is divided into $N+1$ regions. In each region, a specific constellation of size $M_{n}$ is used. When the fading causes the effective SNR to fall into the $n$th region $(n=0,1, \ldots, N)$, the constellation of size $M_{n}$ is used for transmission. The partitioning of the effective received SNR depends on the desired BER level, $\mathrm{BER}_{0}$. For instance, to have reliable communication which achieves a specific BER target of $\mathrm{BER}_{0}$ using $M_{n}$-QAM, the region boundaries are set to the SNR required to achieve this desired performance, which can easily be shown to be [2]:

$$
\begin{align*}
& \gamma_{1}=\left[\operatorname{erfc}^{-1}\left(2 \mathrm{BER}_{0}\right)\right]^{2}, \\
& \gamma_{n}=\frac{2}{3} K_{0}\left(2^{n}-1\right) ; \quad n=0,2,3, \ldots, N,  \tag{4.3}\\
& \gamma_{N+1}=+\infty
\end{align*}
$$

where $\operatorname{efrc}^{-1}()$ is the inverse complementary error function. This partition of the region boundaries is provided in [2], but presented here in Fig. 4.2 for clarity, for a desired $\mathrm{BER}_{0}$ of $10^{-3}$.

### 4.3.2 Outage Probability

## The Case of I.I.D. Fading Channels

As no transmission occurs when the received SNR is below the smallest predetermined threshold $\gamma_{1}$, the probability of such an outage event is given by:

$$
\begin{align*}
P_{\text {out }} & =P\left[\gamma_{u b}<\gamma_{1}\right]=\int_{0}^{\gamma_{1}} p_{\gamma_{u b}}(\gamma) d \gamma  \tag{4.4}\\
& =1-\int_{\gamma_{1}}^{\infty} p_{\gamma_{u b}}(\gamma) d \gamma,
\end{align*}
$$

where

$$
\begin{equation*}
\int_{\gamma_{1}}^{\infty} p_{\gamma_{u b}}(\gamma) d \gamma=\beta_{0} e^{-\frac{\gamma_{1}}{\bar{\gamma}_{s}, d}}+e^{-\frac{2 \gamma_{1}}{\gamma}} \sum_{i=1}^{m} \beta_{i} \sum_{k=0}^{i-1} \frac{1}{k!}\left(\frac{2 \gamma_{1}}{\bar{\gamma}}\right)^{k} \tag{4.5}
\end{equation*}
$$

is established by using [17, eq. (3.351.2)]. Also, where the $\operatorname{PDF} p_{\gamma_{u b}}(\gamma)$ is give as in (3.11). The constants $\beta_{0}, \beta_{i}$ are as in (3.10) and $\bar{\gamma}=\mathbf{E}\left\{\left|h_{s, i}\right|^{2}\right\} E_{s} / N_{0}=$ $\mathbf{E}\left\{\left|h_{i, d}\right|^{2}\right\} E_{s} / N_{0}, \gamma_{s, d}=\mathbf{E}\left\{\left|h_{s, d}\right|\right\}^{2} E_{s} / N_{0}$.


Fig. 4.2. Constellation size relative to the received SNR (dB).

The probability of outage is found by substituting (4.5) into (4.4), resulting in

$$
\begin{equation*}
P_{\text {out }}=1-\left[\beta_{0} e^{-\frac{\gamma_{1}}{\bar{\gamma}_{s, d}}}+e^{-\frac{2 \gamma_{1}}{\bar{\gamma}}} \sum_{i=1}^{m} \beta_{i} \sum_{k=0}^{i-1} \frac{1}{k!}\left(\frac{2 \gamma_{1}}{\bar{\gamma}}\right)^{k}\right] . \tag{4.6}
\end{equation*}
$$

## The Case of Non-I.I.D. Fading Channels

In a similar fashion as the i.i.d case, the tail probability is

$$
\begin{equation*}
\int_{\gamma_{1}}^{\infty} p_{\gamma_{u b}}(\gamma) d \gamma=\widehat{\beta}_{0} e^{-\frac{\gamma_{1}}{\gamma_{s, d}}}+\sum_{i=1}^{m} \widehat{\beta}_{i} e^{-\frac{\gamma_{1}}{\tau_{i}}} . \tag{4.7}
\end{equation*}
$$

Also, where the $\operatorname{PDF} p_{\gamma_{u b}}(\gamma)$ is give as in (3.15). The constants $\widehat{\beta}_{0}, \widehat{\beta}_{i}$ are as in (3.14) and $\tau_{i}=\frac{\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}}{\bar{\gamma}_{s, i}+\bar{\gamma}_{i, d}}, \bar{\gamma}_{s, i}=\mathbf{E}\left\{\left|h_{s, i}\right|^{2}\right\} E_{s} / N_{0}$ and $\bar{\gamma}_{i, d}=\mathbf{E}\left\{\left|h_{i, d}\right|^{2}\right\} E_{s} / N_{0}$, $\gamma_{s, d}=\left|h_{s, d}\right|^{2} E_{s} / N_{0}$.

Likewise, the probability of outage is found by substituting (4.7) into (4.4) to give

$$
\begin{equation*}
P_{\text {out }}=1-\left[\widehat{\beta}_{0} e^{-\frac{\gamma_{1}}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \widehat{\beta}_{i} e^{-\frac{\gamma_{1}}{\tau_{i}}}\right] . \tag{4.8}
\end{equation*}
$$

The analysis for the outage probability is the same as the case of optimal rate optimal power adaptation adaptation considered in Chapter 3 Section 3.3. However, $\gamma_{1}$ is the cutoff for ADR which satisfies the BER target level, while the cutoff $\gamma_{0}$ is the optimal cutoff defined by (3.17).

### 4.3.3 Achievable Spectral Efficiency

## The Case of I.I.D. Fading Channels

The average spectral efficiency for ACR is found by integrating (4.2) over the PDF of the received SNR.

$$
\begin{equation*}
R_{\mathrm{acr}}=\frac{B}{(m+1) \ln 2} \int_{0}^{\infty} \ln \left(1+\frac{3 \gamma}{2 K_{0}}\right) p_{\gamma_{u b}}(\gamma) d \gamma \tag{4.9}
\end{equation*}
$$

The factor $1 /(m+1)$ accounts for the fact that the transmission process takes place in $(m+1)$ orthogonal channels or time-slots. Substituting (3.11) into (2.11), and making use of the integral $\mathcal{I}_{n}(\mu)$,

$$
\begin{gather*}
\mathcal{I}_{n}(\mu)=\int_{0}^{\infty} t^{n-1} \ln (1+t) e^{-\mu t} d t  \tag{4.10}\\
\mu>0 ; \quad n=1,2, \ldots
\end{gather*}
$$

which can be evaluated in a closed-form as in [1, eq. (78)], the closed-form expression for the achievable ACR spectral efficiency $R_{\text {acr }}$ is

$$
\begin{align*}
R_{\mathrm{acr}}= & \frac{B}{(m+1) \ln 2}\left[\frac{2 K_{0} \beta_{0}}{3 \bar{\gamma}_{s, d}} \mathcal{I}_{1}\left(\frac{2 K_{0}}{3 \bar{\gamma}_{s, d}}\right)\right. \\
& \left.+\sum_{i=1}^{m} \frac{\beta_{i} 4 K_{0}(3 \bar{\gamma})^{-i}}{(i-1)!} \mathcal{I}_{i}\left(\frac{4 K_{0}}{3 \bar{\gamma}}\right)\right] . \tag{4.11}
\end{align*}
$$

For ADR the achievable average spectral efficiency is simply the sum of the data rates in each of the partition regions weighted by the probability of occurrence of each region and is given as follows:

$$
\begin{equation*}
R_{\mathrm{adr}}=\frac{B}{(m+1)} \sum_{n=1}^{N} b_{n} \delta_{n}, \tag{4.12}
\end{equation*}
$$

where $b_{n}=\log _{2}\left(M_{n}\right)$ corresponds to the data rate of the $n$th region. Furthermore, $\delta_{n}$ is the probability that the effective received SNR is in the $n$th partition region and is given as,

$$
\begin{equation*}
\delta_{n}=\int_{\gamma_{n}}^{\gamma_{n+1}} p_{\gamma_{u b}}(\gamma) d \gamma \tag{4.13}
\end{equation*}
$$

which evaluates to

$$
\begin{align*}
\delta_{n} & =\beta_{0}\left(e^{-\gamma_{n} / \gamma_{s, d}}-e^{-\gamma_{n+1} / \gamma_{s, d}}\right) \\
& +\sum_{i=1}^{m} \beta_{i}\left(\mathcal{P}_{i}\left(\frac{2 \gamma_{n}}{\bar{\gamma}}\right)-\mathcal{P}_{i}\left(\frac{2 \gamma_{n+1}}{\bar{\gamma}}\right)\right), \tag{4.14}
\end{align*}
$$

and where $\mathcal{P}_{i}(\cdot)$ denotes the Poisson distribution, defined as

$$
\begin{equation*}
\mathcal{P}_{i}(\mu)=e^{-\mu} \sum_{j=1}^{i-1} \frac{\mu^{j}}{j!} \tag{4.15}
\end{equation*}
$$

## The Case of Non-I.I.D. Fading Channels

In a similar manner to the i.i.d fading channel, the closed-form expression for the average ACR spectral efficiency $R_{\text {acr }}$ is

$$
\begin{array}{r}
R_{\mathrm{acr}}=\frac{B}{(m+1) \ln 2}\left[\frac{2 K_{0} \widehat{\beta}_{0}}{3 \bar{\gamma}_{s, d}} \mathcal{I}_{1}\left(\frac{2 K_{0}}{3 \bar{\gamma}_{s, d}}\right)\right. \\
\left.+\sum_{i=1}^{m} \frac{2 K_{0} \widehat{\beta}_{i}}{3 \tau_{i}} \mathcal{I}_{1}\left(\frac{2 K_{0}}{3 \tau_{i}}\right)\right] . \tag{4.16}
\end{array}
$$

The average ADR spectral efficiency $R_{\text {adr }}$ for the non-i.i.d. fading channel can be found by using (4.12), where $\delta_{n}$ is,

$$
\begin{align*}
\delta_{n} & =\widehat{\beta}_{0}\left(e^{-\gamma_{n} / \gamma_{s, d}}-e^{-\gamma_{n+1} / \gamma_{s, d}}\right) \\
& +\sum_{i=1}^{m} \widehat{\beta}_{i}\left(e^{-\gamma_{n} / \tau_{i}}-e^{-\gamma_{n+1} / \tau_{i}}\right) . \tag{4.17}
\end{align*}
$$

### 4.3.4 Average Bit Error Rate

## The Case of I.I.D. Fading Channels

As ACR M-QAM constantly meets the desired BER target, the BER analysis is not of interest as it is clearly fixed at the desired threshold. However, for
the ADR $M$-QAM the discrete partitions of the received SNR results in a conservative average BER. This results in the average $\mathrm{BER}_{\mathrm{adr}}$ always being smaller then the target BER. The average BER $_{\text {adr }}$ can easily be calculated as it is simply the ratio of the average number of bits in error divided by the total average number of transmitted bits,

$$
\begin{equation*}
\mathrm{BER}_{\mathrm{adr}}=\frac{\sum_{n=1}^{N} b_{n} \overline{\mathrm{BER}}_{n}}{\sum_{n=1}^{N} b_{n} \delta_{n}} \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\operatorname{BER}}_{n}=\int_{\gamma_{n}}^{\gamma_{n+1}} \operatorname{BER}\left(M_{n}, \gamma\right) p_{\gamma_{u b}}(\gamma) d \gamma \tag{4.19}
\end{equation*}
$$

By substituting (3.11) and (4.1) into (4.19) the closed-form expression for the average BER for the $n$th region is

$$
\begin{array}{r}
\overline{\mathrm{BER}}_{n}=\frac{0.2 \beta_{0}}{1+\bar{\gamma}_{s, d} c_{n}}\left(e^{-\gamma_{n}\left(\gamma_{s, d}^{-1}+c_{n}\right)}-e^{-\gamma_{n+1}\left(\gamma_{s, d}^{-1}+b_{n+1}\right)}\right) \\
+\sum_{i=1}^{m} \frac{0.2 \beta_{i}}{\left(1+0.5 \bar{\gamma} c_{n}\right)^{i}}\left(\mathcal{P}_{i}\left(\gamma_{n}\left(2 \bar{\gamma}^{-1}+c_{n}\right)\right)\right. \\
\left.-\mathcal{P}_{i}\left(\gamma_{n+1}\left(2 \bar{\gamma}^{-1}+c_{n}\right)\right)\right), \tag{4.20}
\end{array}
$$

where

$$
\begin{equation*}
c_{n}=\frac{3}{2\left(2^{n}-1\right)} . \tag{4.21}
\end{equation*}
$$

## The Case of Non-I.I.D. Fading Channels

The average $\mathrm{BER}_{\mathrm{adr}}$ for the non-i.i.d fading channel can be found by substituting in $\overline{\mathrm{BER}}_{n}$ into (4.18), where

$$
\begin{align*}
& \overline{\operatorname{BER}}_{n}=\frac{0.2 \widehat{\beta}_{0}}{1+\bar{\gamma}_{s, d} c_{n}}\left(e^{-\gamma_{n}\left(\gamma_{s, d}^{-1}+c_{n}\right)}-e^{-\gamma_{n+1}\left(\gamma_{s, d}^{-1}+b_{n}\right)}\right) \\
& +\sum_{i=1}^{m} \frac{0.2 \beta_{i}}{1+c_{n} \tau_{i}}\left(e^{-\gamma_{n}\left(\tau_{i}^{-1}+c_{n}\right)}-e^{-\gamma_{n+1}\left(\tau+i^{-1}+b_{n+1}\right)}\right) . \tag{4.22}
\end{align*}
$$

### 4.4 Numerical Results and Comparisons

In this section, numerical results for the outage probability, achievable spectral efficiency, and BER analysis for cooperative systems with adaptive $M$-QAM transmissions are presented. For all the numerical results containing to i.i.d. Rayleigh fading, the system model as in Chapter 3 (one relay $(m=1)$ ), is considered. Although such a model is basic, the results of Section 4.3 can be used for any number of relays. The effects of path-loss or shadowing can also be taken into account readily. For the case of non-i.i.d. Rayleigh fading, all the numerical results are obtained with two relays $(m=2)$. The average SNR of the links are chosen arbitrarily as in Chapter 3 such that they represent a realistic model of a practical cooperative communication system. Specifically, they are as follows: $\bar{\gamma}_{s, 1}=E_{s} / N_{0}, \bar{\gamma}_{s, 2}=0.8 E_{s} / N_{0}, \bar{\gamma}_{1, d}=0.3 E_{s} / N_{0}, \bar{\gamma}_{2, d}=$ $0.56 E_{s} / N_{0}$, and $\bar{\gamma}_{s, d}=0.2 E_{s} / N_{0}$.

Fig. 4.3 and Fig. 4.4 show the probability of outage (4.6) and (4.8) for the $M$-QAM rate adaptation under various target BER levels, for the i.i.d., and non-i.i.d. fading models, respectively. Note that the Monte Carlo simulation, with $10^{5}$ samples, is also plotted to show the accuracy of the upper bound. It is quite clear to see the distinction between the diversity order for the $m=1$ i.i.d. systems and the $m=2$ non-i.i.d. systems. Also as expected, the diversity order of each system is independent of the BER target level.

In Fig. 4.5 the achievable spectral efficiency of ACR $M$-QAM (4.11) and ADR $M$-QAM (4.12) for the target BER level of $\mathrm{BER}_{0}=10^{-3}$ for the i.i.d. fading model is plotted. The number of partition regions of the SNR vary from $3,5,7$, and 9 to show the capacity for different number of regions. Also plotted for comparison is the Shannon capacity of the optimal rate and constant power cooperative system with i.i.d. Rayleigh fading found in Chapter 3, (3.29). Furthermore, the Monte Carlo simulation results are plotted where $5 \times 10^{3}$ samples were used for ACR and $10^{4}$ samples were used for ADR. Similarly,


Fig. 4.3. Outage probability of adaptive schemes with i.i.d. Rayleigh fading channels.
in Fig. 4.6 the achievable spectral efficiency of ACR $M$-QAM (4.11) and ADR $M$-QAM (4.12) for the target BER level of $\mathrm{BER}_{0}=10^{-3}$ for the noni.i.d. fading model is plotted and compared with the Shannon capacity of the optimal rate and constant power system previous plotted in Chapter 3, (3.30). Fig. 4.5 and Fig. 4.6 show that ACR $M$-QAM comes within 5 dB of the Shannon capacity limit. These figures are also similar in the performance of the achievable spectral efficiency of ADR $M$-QAM. For both cases of Rayleigh fading channels, ADR $M$-QAM suffers at least an additional 1.5 dB compared to the spectral efficiency of ACR $M$-QAM.

The BER (4.18) for the ADR $M$-QAM for both i.i.d. and non-i.i.d. Rayleigh fading model is plotted in Fig. 4.7 and Fig. 4.8 for the BER target of $\mathrm{BER}_{0}=10^{-3}$. Since ACR $M$-QAM is instantaneous continuous adaptation, it always meets the BER target level. The average BER ADR $M$-QAM is always below the target level, this is because the switching thresholds are chosen such


Fig. 4.4. Outage probability of adaptive schemes with non-i.i.d. Rayleigh fading channels.
that the instantaneous BER is always guaranteed to be below the BER target level $\mathrm{BER}_{0}$. This results in an inefficient use of spectrum (lower spectral efficiency) in terms of average BER. Although the switching thresholds can be optimized [8], this is not considered in this chapter as some applications do require to meet instantaneous BER levels.

### 4.5 Summary

This chapter investigated the performance analysis of adaptive $M$-QAM schemes for i.i.d. and non-i.i.d. Rayleigh fading cooperative channels. Specifically, the outage probability, achievable spectral efficiency, and BER were derived using an upper bound on the effective received SNR. The results indicate that ACR $M$-QAM approaches the Shannon capacity within 5 dB for both the i.i.d. and non-i.i.d Rayleigh fading models. However, the performance of ADR $M$-QAM


Fig. 4.5. Achievable rates of adaptive schemes with i.i.d. Rayleigh fading channels.
results in an additional penalty. The analysis is based on an upper bound on both the effective received SNR (3.5) and the approximate BER performance of $M$-QAM (4.1). Monte Carlo simulation results show the accuracy regarding the performance of the effective received SNR bound.


Fig. 4.6. Achievable rates of adaptive schemes with non-i.i.d. Rayleigh fading channels.


Fig. 4.7. Average BER for i.i.d. Rayleigh fading channels.


Fig. 4.8. Average BER for non-i.i.d. Rayleigh fading channels.

## Chapter 5

## Optimum Switching Adaptive $M$-QAM for Rayleigh Fading Cooperative Communication

### 5.1 Introduction

T1HE USE OF ADAPTIVE TRANSMISSION with an AF cooperative $m$ relay network was proposed in Chapter $3^{1}$. The closed-form expressions are derived for the capacity of AF relaying over both i.i.d. Rayleigh fading and non-identical and independently distributed (non-i.i.d.) Rayleigh fading environments under these adaptive techniques. The capacity analysis is based on an accurate upper bound on the total effective SNR at the destination. In Chapter 4 the practical technique of adaptive $M$-QAM with fixed switching thresholds is applied to the cooperative network. Simultaneous to the work of this thesis, Hwang et. al [22] derive the performance analysis of adaptive $M$-QAM for a single incremental AF relay in Nakagami fading. In [22] the

[^3]same upper bound on the SNR used in $[35,36]$ is considered, and the spectral efficiency, BER, and outage probability are found.

Motivated by these observations, this chapter optimizes the switching thresholds for constant-power adaptive five-mode M-QAM transmission over an AF relay network. The optimization is based on the one-dimensional Lagrangian optimization method of [8]. The switching thresholds are optimized such that an average BER constraint is satisfied. The performance of optimal switching thresholds to that of fixed switching where an instantaneous BER constraint is enforced, is compared. The closed-form expressions for the outage probability, achievable spectral efficiency, and BER for the AF cooperative network in both i.i.d. and non-i.i.d. Rayleigh fading environments are computed and compared. Note that these results provide a different perspective on the system implementation and analysis from our previous results of Chapter 3 where the Shannon capacity for the non-regenerative cooperative system under adaptive transmissions for both i.i.d. and non-i.i.d. Rayleigh fading channels is derived. Furthermore, the results of this chapter are a more in depth and complete analysis of Chapter 4 where adaptive $M$-QAM with fixed switching is only considered.

This chapter is organized as follows. Section 5.2 presents the channel and system model. Analysis of adaptive $M$-QAM is conducted in Section 5.3. Section 5.4 discusses the optimization of the switching thresholds. The numerical results are presented in Section 5.5. A summary is given in Section 5.6.

### 5.2 Channel and System Model

The general channel and system model is the same as the one considered in Chapter 3, Section 3.2 and Chapter 4 Section 4.2.

TABLE 5.1
Five-Mode Adaptive $M$-QAM Parameters

| SNR | $\gamma_{0} \leq \gamma<\gamma_{1}$ | $\gamma_{1} \leq \gamma<\gamma_{2}$ | $\gamma_{2} \leq \gamma<\gamma_{3}$ | $\gamma_{3} \leq \gamma<\gamma_{4}$ | $\gamma_{4} \leq \gamma<\gamma_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 0 | 1 | 2 | 3 | 4 |
| $M_{n}$ | 0 | 2 | 4 | 16 | 64 |
| $b_{n}$ | 0 | 1 | 2 | 4 | 6 |
| mode | No Tx | BPSK | QPSK | 16-QAM | 64-QAM |

### 5.3 Adaptive $M$-QAM

### 5.3.1 Five-Mode Adaptive $M$-QAM

The five-mode $M$-QAM scheme performs slightly different the adaptive $M$ QAM considered in Chapter 4, as only square QAM constellation are used five-mode transmission. Similarly to the Chapter 4, the range of the effective received SNR is divided into $N+1$ regions, partitioned by a set of switching thresholds. In each region, a specific constellation of size $M_{n}$ is used. When the fading causes the effective SNR to fall into the $n$th region $(n=0,1, \ldots, N)$ and the constellation of size $M_{n}$ is used for transmission. For all analysis in this chapter, five-mode adaptive $M$-QAM is considered as it has been well studied by researchers [8]. The parameters for five-mode adaptive $M$-QAM are given in Table 5.1, where again $\gamma$ is the instantaneous received SNR, $b_{n}$ is the number of bits per a transmitted symbol, $\gamma_{0}=0$ and $\gamma_{5}=\infty$.

### 5.3.2 Outage Probability

The outage probability of the system can be found identically to that of Chapter 4. Please refer back to Section 4.3.2 for the complete analysis.

### 5.3.3 Achievable Spectral Efficiency

The achievable spectral efficiency of the system can be found identically to that of Chapter 4. Please refer back to Section 4.3.3 for the complete analysis.

### 5.3.4 Average Bit Error Rate

## The Case of I.I.D. Fading Channels

The average BER of the system can be found similarly to that of Chapter 4, Section 4.3.4. The exception is that in Chapter 4 the BER was approximated as in (4.1). In this section it will be seen that a tighter approximation is used for the BER. For $M$-QAM with discrete partitions the average $\mathrm{BER}_{\text {adr }}$ can easily be calculated as it is simply the ratio of the average number of bits in error divided by the total average number of transmitted bits,

$$
\begin{equation*}
\mathrm{BER}_{\mathrm{adr}}=\frac{\sum_{n=1}^{N} b_{n} P_{n, Q A M}}{\sum_{n=1}^{N} b_{n} \delta_{n}}, \tag{5.1}
\end{equation*}
$$

where $P_{n, Q A M}$ is the average BER in a specific SNR region of $\left[\gamma_{n}, \gamma_{n+1}\right]$ and can be represented as

$$
\begin{equation*}
P_{n, Q A M}=\int_{\gamma_{n}}^{\gamma_{n+1}} p_{m_{n}, Q A M}(\gamma) p_{\gamma_{u b}}(\gamma) d \gamma \tag{5.2}
\end{equation*}
$$

where $p_{m_{n}, Q A M}(\gamma)$ is the BER of a system which implements square $M$-QAM over an AWGN channel, with coherent detection and Gray coding as in [8]

$$
\begin{equation*}
p_{m_{n}, Q A M}(\gamma)=\sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right) \tag{5.3}
\end{equation*}
$$

where $Q(\cdot)$ is the standard Gaussian $Q$-function defined as $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-\lambda^{2} / 2\right) d \lambda$, $\gamma$ is the received SNR, and $A_{l}$ and $a_{l}$ are some constants shown in Table 5.2.

After some mathematical manipulation as shown in the Appendix, $P_{n, Q A M}$

TABLE 5.2
M-QAM BER Parameters

| $M_{n}$ | Mode | $\left\{\left(A_{l}, a_{l}\right)\right\}$ |
| :---: | :---: | :---: |
| 2 | BPSK | $\{(1,2)\}$ |
| 4 | QPSK | $\{(1,1)\}$ |
| 16 | 16-QAM | $\left\{\left(\frac{3}{4}, \frac{1^{2}}{5}\right),\left(\frac{2}{4}, \frac{3^{2}}{5}\right),\left(-\frac{1}{4}, \frac{5^{2}}{5}\right)\right\}$ |
| 64 | 64-QAM | $\left\{\left(\frac{7}{12}, \frac{1^{2}}{21}\right),\left(\frac{6}{12}, \frac{3^{2}}{21}\right),\left(-\frac{1}{12}, \frac{5^{2}}{21}\right),\left(\frac{1}{12}, \frac{9^{2}}{21}\right),\left(-\frac{1}{12}, \frac{13^{2}}{21}\right)\right\}$ |

can be written as

$$
\begin{align*}
P_{n, Q A M}= & \beta_{0} \sum_{l} A_{l}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\gamma_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right.  \tag{5.4}\\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \\
& +\sum_{l} A_{l} \sum_{i=1}^{m} \beta_{i}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left(1-e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} \sum_{r=0}^{i-1} \frac{(2 \gamma / \bar{\gamma})^{r}}{r!}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}} \sum_{r=0}^{i-1} \frac{(0.5 \bar{\gamma})^{-r}}{r!}\left(a_{l} / 2+2 / \bar{\gamma}\right)^{-r-0.5} \Gamma\left(r+0.5,\left(a_{l} / 2+2 / \bar{\gamma}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right]
\end{align*}
$$

## The Case of Non-I.I.D. Fading Channels

In a similar manner to the i.i.d fading channel the average BER can be computed as in (5.1) where

$$
\begin{align*}
P_{n, Q A M}= & \widehat{\beta}_{0} \sum_{l} A_{l}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\gamma_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right.  \tag{5.5}\\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \\
& +\sum_{l} A_{l} \sum_{i=1}^{m} \widehat{\beta}_{i}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\tau_{i}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\tau_{i}^{-1}\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\tau_{i}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] .
\end{align*}
$$

### 5.4 Switching Thresholds

### 5.4.1 Fixed Switching Thresholds

With fix partitioning to have reliable communication which achieves a specific BER target of $\mathrm{BER}_{0}$ using $M_{n}$-QAM, the switching thresholds or region boundaries are set to the SNR required to achieve this desired performance, are [2]:

$$
\begin{align*}
& \gamma_{1}=\left[\operatorname{erfc}^{-1}\left(2 \mathrm{BER}_{0}\right)\right]^{2} \\
& \gamma_{n}=\frac{2}{3} K_{0}\left(M_{n}-1\right) ; \quad n=0,2,3, \ldots, N  \tag{5.6}\\
& \gamma_{N+1}=+\infty
\end{align*}
$$

where $\operatorname{efrc}^{-1}()$ is the inverse complementary error function and $K_{0}=-\ln \left(5 \mathrm{BER}_{0}\right)$. This partition of the switching thresholds is shown in Fig. 5.1 for five-mode adaptive $M$-QAM, for a desired $\mathrm{BER}_{0}$ of $10^{-3}$. However, this technique only
limits the peak instantaneous BER and is an inefficient use of spectrum or in other words results in a lower spectral efficiency. It will be shown next, that the switching thresholds can be optimized so that the average BER always meets the desired BER threshold.


Fig. 5.1. Constellation size relative to the received SNR (dB).

### 5.4.2 Optimum Switching Thresholds

Subject to a constraint on the average BER, the switching thresholds can be optimized to maximize the throughput. For instance, in [2] the switching thresholds are chosen as in (5.6), which are designed for an AWGN channel. Optimization of the switching thresholds can be performed so that the average BER always meets the desired BER threshold. That is, one designs a set of switching thresholds, denoted as $s=\left\{\gamma_{n} \mid n=0,1, \ldots, N\right\}$, such that the average throughput $R_{\text {adr }}(\bar{\gamma}, s)$ is maximized, under the constraint that the average BER equals the desired BER target, $\mathrm{BER}_{\mathrm{adr}}=\mathrm{BER}_{0}$. The Lagrangian
optimization technique for deriving the globally optimized modulation-mode switching thresholds can then be used [8]. The optimization problem required is only one-dimensional and can be performed off-line so it does not add a layer of complexity to the system.

## Lagrangian optimization problem formulation:

Maximize the objective function $R_{\text {adr }}(\bar{\gamma}, s)$ as given in (4.12), where it is Constrained by $\mathrm{BER}_{a d r}=\mathrm{BER}_{0}$ as given in (5.1).

$$
\begin{array}{ll}
\max _{s} & \sum_{n=1}^{N} b_{n} \delta_{n} \\
\text { subject to: } & \sum_{n=1}^{N} b_{n} P_{n, Q A M}=\mathrm{BER}_{0} \sum_{n=1}^{N} b_{n} \delta_{n} \tag{5.8}
\end{array}
$$

Furthermore, assuming that the switching thresholds are ordered

$$
\begin{equation*}
\gamma_{n} \leq \gamma_{n+1} \tag{5.9}
\end{equation*}
$$

also $\gamma_{0}=0$ and $\gamma_{N}=\infty$ the optimization problem consists of $N-1$ independent variables, and hence a $N-1$ dimensional optimization problem, as discussed in [8]. Using a modified objective function it is shown in [8] that this problem can be formulated as a one-dimensional Lagrangian optimization problem. The details to this optimization problem can be found in [8], and only the important results are summarized here.

The first step is to identify that $\gamma_{n}(n \geq 1)$ are all dependent upon $\gamma_{1}$ and is shown in [8], that for five-mode adaptive $M$-QAM that the switching
thresholds $s$ are constrained by the following equations

$$
\begin{align*}
& y_{k}\left(\gamma_{k}\right)=y_{1}\left(\gamma_{1}\right) ; \text { for } \mathrm{k}=2,3, \ldots, \mathrm{~N}  \tag{5.10}\\
& y_{1}\left(\gamma_{1}\right)=p_{2, Q A M}\left(\gamma_{1}\right)  \tag{5.11}\\
& y_{2}\left(\gamma_{2}\right)=2 p_{4, Q A M}\left(\gamma_{2}\right)-p_{2, Q A M}\left(\gamma_{2}\right)  \tag{5.12}\\
& y_{3}\left(\gamma_{3}\right)=2 p_{16, Q A M}\left(\gamma_{3}\right)-p_{4, Q A M}\left(\gamma_{3}\right),  \tag{5.13}\\
& y_{4}\left(\gamma_{4}\right)=3 p_{64, Q A M}\left(\gamma_{4}\right)-2 p_{16, Q A M}\left(\gamma_{4}\right), \tag{5.14}
\end{align*}
$$

and are plotted in $[8]$ and illustrated here for clarity in Fig. 5.2.


Fig. 5.2. Switching level constraint relationship.

Given (5.10-5.14) the switching thresholds $\gamma_{2}, \gamma_{3}, \gamma_{4}$ can be found in terms of $\gamma_{1}$. That is, $\gamma_{2}=y_{2}^{-1}\left(y_{1}\left(\gamma_{1}\right)\right), \gamma_{3}=y_{3}^{-1}\left(y_{1}\left(\gamma_{1}\right)\right)$, and $\gamma_{4}=y_{4}^{-1}\left(y_{1}\left(\gamma_{1}\right)\right)$. The corresponding values of $\gamma_{2}, \gamma_{3}, \gamma_{4}$ can be found numerically in terms of $\gamma_{1}$ and are provided in [8] but presented here for clarity in Fig. 5.3.

Since all the switching thresholds depend on the first threshold $\gamma_{1}$, the optimization problem is only concerned with finding the optimal value for $\gamma_{1}$.


Fig. 5.3. Switching thresholds as a function of $\gamma_{1}$.

For a given target BER of $\mathrm{BER}_{0}$, and the PDF of the effective SNR (3.11) or (3.15) the optimal value for $\gamma_{1}$ can be solved. Thus, the optimization problem is a simple one-dimensional root-finding problem where the constrain function is given as in [8],

$$
\begin{equation*}
Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)=\sum_{n=1}^{N} b_{n} P_{n, Q A M}-\mathrm{BER}_{0} \sum_{n=1}^{N} b_{n} \delta_{n}=0 \tag{5.15}
\end{equation*}
$$

Clearly, it is noticeable the relationship between $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ (5.15) and (5.8). Furthermore, the first term of $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ can intuitively be thought of as the sum of the BER in each mode weighed by the average throughput of each mode [8]. While the second term of $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$, is average throughput weighed by the desired BER threshold. This means that, $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)(5.15)$ represents the difference between the average BER and the desired BER, $\mathrm{BER}_{0}$. Consequently, the problem is to find the solution to $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)=0$, when it exists.

### 5.5 Numerical Results and Comparisons

This section presents, the numerical results for the achievable spectral efficiency, the outage probability, and the BER for cooperative systems with adaptive five-mode $M$-QAM transmissions. Optimal switching thresholds and fixed switching thresholds are computed and compared. For i.i.d. and noni.i.d Rayleigh fading, the system with one relay, $m=1$ and two relays, $m=2$ is considered, respectively. However, the results of Section 5.3 and 5.4 can be used for any number of relays. As before, this is the same system model considered in Chapter 3 and 4.

In Fig. 5.4 the constraint function (5.15) is plotted for i.i.d. Rayleigh fading with one relay, $m=1$ where $\bar{\gamma}_{s, d}=\bar{\gamma}$. Adaptive five-mode $M$-QAM is considered where the average transmit SNR is set to 20dB. $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ is plotted for several target BER thresholds $B E R_{0}=\left\{10^{-2}, 10^{-3}, 10^{-4}, 10^{-6}\right\}$ to illustrate the solution to $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)=0$.

Fig. 5.5 shows the switching thresholds for both the Lagrangian optimization technique and the fixed switching thresholds as given in (5.6) for adaptive five-mode $M$-QAM for i.i.d. Rayleigh fading with one relay, where the target BER is set to $\mathrm{BER}_{0}=10^{-3}$. It can be seen that there is an avalanche SNR of $\bar{\gamma}_{a} \sim 27.5 \mathrm{~dB}$, where all of the switching thresholds avalanche to zero. This occurs when the BER of highest order modulation mode equals to the target BER threshold, $P_{4}, Q A M\left(\bar{\gamma}_{a}\right)=\mathrm{BER}_{0}$. Once this avalanche SNR is reached, rate adaption is abandoned and only the highest order modulation mode is used for transmission. Furthermore, it is worth mentioning that a unique solution to (5.15) $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)=0$ exists as long as the transmit SNR is less than the avalanche SNR, $\bar{\gamma}<\bar{\gamma}_{a}$.

For optimal switching and for fixed switching the achievable spectral efficiency is plotted in Fig. 5.6 for adaptive five-mode $M$-QAM for i.i.d. Rayleigh fading with one relay, where the target BER is set to $\mathrm{BER}_{0}=10^{-3}$. It


Fig. 5.4. Constraint function $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ for i.i.d. Rayleigh fading with $m=1$ relay.


Fig. 5.5. Switching thresholds for i.i.d. Rayleigh fading with $m=1$ relay.
can be seen that optimal switching compared to fixed switching results in a $\sim 2-2.5 \mathrm{~dB}$ improvement of the required transmit SNR to achieve a specific average throughput. Monte Carlo simulation with $10^{4}$ samples is also plotted along with the upper bound analysis. It can be seen that upper bound is fairly tight and is within 1 dB of the simulation results, this is as expected as a similar results occurs in $[3,23]$ and the previous two chapters of this thesis. Furthermore, in Fig. 5.7 the outage probability is plotted along with Monte Carlo simulation with $10^{5}$ samples. Similarly, there is an improvement in required transmit SNR for a specific outage probability. For instance, at a probability of outage of $10^{-2}$ there is $\sim 2 \mathrm{~dB}$ improvement in SNR. The BER is plotted in Fig. 5.8. It is clear that the optimal switching always meets the desired BER threshold of $\mathrm{BER}_{0}=10^{-3}$ until the avalanche SNR is reached where it then has the error probability equal to the error probability for 64-QAM. Also, the BER for fixed switching results in a conservative average BER that is always below the BER target $\mathrm{BER}_{0}=10^{-3}$. Semi-analytical simulation results with $10^{3}$ samples for the BER are also plotted, that is (5.3) is used to calculate the instantaneous BER, while the channel model is statistically simulated. The simulation results for the BER are fairly tight to the analytical results, and further substantiate the validity of using the upper bound of (3.5).

For non-i.i.d. Rayleigh fading, Fig. 5.9 shows the switching thresholds for both the Lagrangian optimization technique and the fixed switching thresholds as given in (5.6) for adaptive five-mode $M$-QAM with two relay, where the target BER is set to $\mathrm{BER}_{0}=10^{-3}$. The average SNRs on the branches are as follows: $\bar{\gamma}_{s, 1}=E_{s} / N_{0}, \bar{\gamma}_{s, 2}=0.8 E_{s} / N_{0}, \bar{\gamma}_{1, d}=0.3 E_{s} / N_{0}, \bar{\gamma}_{2, d}=0.56 E_{s} / N_{0}$, and $\bar{\gamma}_{s, d}=0.2 E_{s} / N_{0}$. The results obtained are similar to the i.i.d. Rayleigh fading case, and the avalanche $\operatorname{SNR} \bar{\gamma}_{a} \sim 27.5 \mathrm{~dB}$. Similarly to the i.i.d. case the spectral efficiency, outage probability, and BER are plotted in Fig.'s 5.10, 5.11, and 5.12, respectively.


Fig. 5.6. Achievable rate for i.i.d. Rayleigh fading with $m=1$ relay.


Fig. 5.7. Outage probability for i.i.d. Rayleigh fading with $m=1$ relay.


Fig. 5.8. Average bit error rate for i.i.d. Rayleigh fading with $m=1$ relay.


Fig. 5.9. Switching thresholds for non-i.i.d. Rayleigh fading with $m=2$ relays.


Fig. 5.10. Achievable rate for non-i.i.d. Rayleigh fading with $m=2$ relays.


Fig. 5.11. Outage probability for non-i.i.d. Rayleigh fading with $m=2$ relays.


Fig. 5.12. Average bit error rate for non-i.i.d. Rayleigh fading with $m=2$ relays.

### 5.6 Summary

This chapter investigated optimum and fixed switching adaptive $M$-QAM schemes for i.i.d. and non-i.i.d. Rayleigh fading cooperative channels. The Lagrangian optimization technique was applied to find the optimal switching thresholds. The performance of optimum and fixed switching adaptive $M$-QAM was analyzed and compared. Specifically, the outage probability, achievable spectral efficiency, and BER were derived. The analysis relied on using an upper bound on the effective received SNR (3.5). Monte Carlo simulation results show the accuracy regarding the performance of the effective received SNR bound. Moreover, a tight upper bound [8] on the BER performance of $M$-QAM (5.3) is used for the optimizing the switching thresholds. The results indicate that for a specific average throughput optimum switching thresholds gain 2.5 dB compared to fixed switching. Furthermore, the spectral
efficiency of adaptive five-mode $M$-QAM with optimized switching was compared to the theoretical Shannon channel capacity derived in Chapter 3 and approaches this fundamental limit within $\sim 6 \mathrm{~dB}$.

## Chapter 6

## Conclusions and Future Work

### 6.1 Conclusions

THIS THESIS HAS ANALYZED the AF cooperative network under adaptive transmission protocols. First the network capacity was derived under three adaptive protocols. Second, the practical technique of adaptive $M$ QAM with fixed switching levels was applied. Finally, the switching levels of adaptive $M$-QAM were optimized to increase the spectral efficiency.

Chapter 1 provides the motivations for the problems considered and analyzed in this thesis. The contributions of the thesis are briefly presented along with an outline.

Chapter 2 discuses the preliminary work and background of cooperative communication systems. A brief review of the previous research along with the benefits of cooperative communication are discussed. Furthermore, the transmission technique of adaptive modulation is discussed. A brief overview of the adaptive protocols (i) optimal simultaneous power and rate adaptation; (ii) constant power with optimal rate adaptation; (iii) channel inversion with fixed rate, are presented and the capacity of each technique is formulated.

Chapter 3 ties the techniques of adaptive modulation and cooperative com-
munication together and presents the combined system model. The motivation to consider the combined model is reassured with a discussion of the current literature. In fact, the proposed system model of combining adaptive transmission with cooperative communications is original as it has not been studied in the existing literature. The capacity of the system is derived using a tight upper bound. The capacity and outage probability of the different adaptive policies are compared and it is shown that channel inversion suffers sever penalties compared to the other adaptive policies.

Chapter 4 applies the technique of adaptive $M$-QAM to the cooperative communication system. Continuous rate adaption and discrete rate adaptation with fixed switching levels is considered. The spectral efficiency of the adaptive $M$-QAM cooperative network is compared to the theoretical channel capacity of the system previously derived in Chapter 3. It was seen that discrete rate adaptation suffers a small loss in capacity compared to the unpractical continuous rate adaption, while both come with in a constant gap of the Shannon capacity.

Chapter 5 optimizes the switching levels for five-mode adaptive $M$-QAM for cooperative communication. The optimization is achieved by placing a constraint on the desired average BER. It was observed that optimum switching levels result in over 2 dB gain in compared to fix switching. The outage probability and BER plotted and compared.

### 6.2 Future Work

This thesis is the first of its kind in adaptive transmission for cooperative communication systems, and opens up a large number of research problems. For instance the work of thesis can be extended for other fading channel models such as Nakagami or Rician fading. Other cooperative protocols and network could also be considered, such as DF relays. Furthermore, relay selection where
only a subset of the relays re-transmits to the destination could be analyzed. Distribution space time coding could also be considered for such a network. Moreover, the technique of source adaptive transmission could be applied to many of the node resource allocation problems.

## Appendix A

## Derivation for $P_{n, Q A M}$

## A. 1 The Case of I.I.D. Fading Channels

The BER for square QAM with gray coding over an AWGN channel can be represented as [8]:

$$
\begin{equation*}
p_{m_{n}, Q A M}(\gamma)=\sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right) \tag{A.1}
\end{equation*}
$$

where $A_{l}$ and $a_{l}$ are constants given in Table 5.1.
The average BER in a specific SNR region of $\left[\gamma_{n}, \gamma_{n+1}\right]$ can then be computed as follows:

$$
\begin{equation*}
P_{n, Q A M}=\int_{\gamma_{n}}^{\gamma_{n+1}} p_{m_{n}, Q A M}(\gamma) p_{\gamma_{u b}}(\gamma) d \gamma \tag{A.2}
\end{equation*}
$$

for an i.i.d Rayleigh fading for the cooperative network

$$
\begin{equation*}
p_{\gamma_{u b}}(\gamma)=\frac{\beta_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} . \tag{A.3}
\end{equation*}
$$

Substituting in (A.1) and (A.3) into (A.2), the n-th mode BER is given by

$$
\begin{align*}
P_{n, Q A M}= & \int_{\gamma_{n}}^{\gamma_{n+1}} \sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right)\left\{\frac{\beta_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \bar{\gamma})}}\right\}(\mathrm{d} d) \\
= & \frac{\beta_{0}}{\bar{\gamma}_{s, d}} \sum_{l} A_{l} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}} d \gamma  \tag{A.5}\\
& +\sum_{l} A_{l} \sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} d \gamma .
\end{align*}
$$

Eq. (A.5) can be solved as follows. First defining

$$
\begin{align*}
I_{i} & =\int_{c}^{d} Q\left(\sqrt{a_{l} \gamma}\right) \gamma^{i-1} e^{-\beta \gamma} d \gamma  \tag{A.6}\\
& =\int_{c}^{d} Q\left(\sqrt{a_{l} \gamma}\right) d F(\gamma)  \tag{A.7}\\
& =\left.Q\left(\sqrt{a_{l} \gamma}\right) F(\gamma)\right|_{c} ^{d}-\int_{c}^{d} F(\gamma) \frac{d}{d \gamma} Q\left(\sqrt{a_{l} \gamma}\right) \tag{A.8}
\end{align*}
$$

where integration by parts is used in the step from (A.7) to (A.8) and $d F(\gamma)=$ $\gamma^{i-1} e^{-\beta \gamma} d \gamma$.

Firstly, the CDF is give by

$$
\begin{align*}
F(\gamma) & =\int_{0}^{\gamma} d F(x)=\int_{0}^{\gamma} x^{i-1} e^{-\beta x} d x  \tag{A.9}\\
& =\beta^{-i} \int_{0}^{\beta \gamma} t^{i-1} e^{-t} d t=\beta^{-i} \gamma_{\text {func }}(i, \beta \gamma)  \tag{A.10}\\
& =\beta^{-i}(i-1)!\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right] \tag{A.11}
\end{align*}
$$

where, $\gamma_{\text {func }}(\alpha, x)$ is defined in $[17,(8.350 .1 \& 8.352 .1)]$ as

$$
\begin{align*}
\gamma_{f u n c}(\alpha, x) & =\int_{0}^{x} t^{\alpha-1} e^{-t} d t  \tag{A.12}\\
& =(\alpha-1)!\left[1-e^{-x} \sum_{r=0}^{\alpha-1} \frac{x^{r}}{r!}\right] ; \text { for integer } \alpha=1,2, \ldots \tag{A.13}
\end{align*}
$$

Secondly, using the definition

$$
\begin{equation*}
Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-\lambda^{2} / 2\right) d \lambda \tag{A.14}
\end{equation*}
$$

the derivative can be given by

$$
\begin{equation*}
\frac{d}{d x} Q(x)=\frac{-\exp \left(-x^{2} / 2\right)}{\sqrt{2 \pi}} \tag{A.15}
\end{equation*}
$$

When $x=\sqrt{a_{l} \gamma}=>d x=\frac{\sqrt{a_{l}}}{2} \gamma^{-0.5} d \gamma$. Getting,

$$
\begin{equation*}
\frac{d}{d \gamma} Q\left(\sqrt{a_{l} \gamma}\right)=-\frac{1}{2} \sqrt{\frac{a_{l}}{2 \pi}} \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) \tag{A.16}
\end{equation*}
$$

By substituting (A.16) and (A.13) into (A.8), $I_{i}$ can be written as,

$$
\begin{align*}
I_{i}= & \left.Q\left(\sqrt{a_{l} \gamma}\right) \beta^{-i}(i-1)!\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right]\right|_{c} ^{d}  \tag{A.17}\\
& +\frac{1}{2} \sqrt{\frac{a_{l}}{2 \pi}} \beta^{-i}(i-1)!\int_{c}^{d}\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right] \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) d \gamma
\end{align*}
$$

Now taking a look at the following,

$$
\begin{gather*}
\int_{c}^{d}\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right] \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) d \gamma  \tag{A.18}\\
=\int_{c}^{d} \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) d \gamma-\int_{c}^{d} \exp \left(-\gamma\left(a_{l} / 2+\beta\right)\right) \sum_{r=0}^{i-1} \frac{\beta^{r} \gamma^{r-0.5}}{r!} d \gamma .
\end{gather*}
$$

Furthermore, looking at

$$
\begin{align*}
\int_{c}^{d} \gamma^{r-0.5} \exp (-K \gamma) d \gamma & =K^{-r-0.5} \int_{c K}^{d K} t^{r-0.5} \exp (-t) d t  \tag{A.19}\\
& =-\left.K^{-r-0.5} \Gamma(r+0.5, K \gamma)\right|_{c} ^{d} \tag{A.20}
\end{align*}
$$

where the incomplete gamma function can be written as [17, (8.350.2)]

$$
\begin{equation*}
\Gamma(\alpha, x)=\int_{x}^{\infty} e^{-t} t^{\alpha-1} d t \tag{A.21}
\end{equation*}
$$

and (A.18) can then be written as

$$
\begin{equation*}
=-\left.\left(\frac{a_{l}}{2}\right)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{c} ^{d}+\left.\sum_{r=0}^{i-1} \frac{\beta^{r}}{r!}\left(a_{l} / 2+\beta\right)^{-r-0.5} \Gamma\left(r+0.5,\left(a_{l} / 2+\beta\right) \gamma\right)\right|_{c} ^{d} \tag{A.22}
\end{equation*}
$$

Finally, $I_{i}$ can be written in closed form as,

$$
\begin{align*}
I_{i}= & \left.Q\left(\sqrt{a_{l} \gamma}\right) \beta^{-i}(i-1)!\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right]\right|_{c} ^{d}  \tag{A.23}\\
& -\frac{1}{2} \beta^{-i}(i-1)!\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{c} ^{d}\right. \\
& \left.-\left.\sqrt{\frac{a_{l}}{2 \pi}} \sum_{r=0}^{i-1} \frac{\beta^{r}}{r!}\left(a_{l} / 2+\beta\right)^{-r-0.5} \Gamma\left(r+0.5,\left(a_{l} / 2+\beta\right) \gamma\right)\right|_{c} ^{d}\right\} .
\end{align*}
$$

Also it is interesting to know $I_{1}$, given by

$$
\begin{align*}
I_{1}= & \left.Q\left(\sqrt{a_{l} \gamma}\right) \beta^{-1}\left[1-e^{-\beta \gamma}\right]\right|_{c} ^{d}  \tag{A.24}\\
& -\frac{1}{2} \beta^{-1}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{c} ^{d}\right. \\
& \left.-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\beta\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\beta\right) \gamma\right)\right|_{c} ^{d}\right\} .
\end{align*}
$$

Lastly, the average BER of (A.5) can be written as follows by substituting in $I_{1}$ and $I_{i}$,

$$
\begin{align*}
P_{n, Q A M}= & \beta_{0} \sum_{l} A_{l}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right.  \tag{A.25}\\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \\
& +\sum_{l} A_{l} \sum_{i=1}^{m} \beta_{i}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left(1-e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} \sum_{r=0}^{i-1} \frac{(2 \gamma / \bar{\gamma})^{r}}{r!}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}} \sum_{r=0}^{i-1} \frac{(0.5 \bar{\gamma})^{-r}}{r!}\left(a_{l} / 2+2 / \bar{\gamma}\right)^{-r-0.5} \Gamma\left(r+0.5,\left(a_{l} / 2+2 / \bar{\gamma}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right]
\end{align*}
$$

## A. 2 The Case of Non-I.I.D. Fading Channels

In a similar fashion as the i.i.d. case, and by making use of the non-i.i.d. pdf,

$$
\begin{equation*}
p_{\gamma_{u b}}(\gamma)=\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} e^{-\frac{\gamma}{\tau_{i}}} . \tag{A.26}
\end{equation*}
$$

and substituting in (A.1) and (A.26) into (A.2) getting the n -th mode BER as,

$$
\begin{equation*}
P_{n, Q A M}=\int_{\gamma_{n}}^{\gamma_{n+1}} \sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right)\left\{\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} e^{-\frac{\gamma}{\tau_{i}}}\right\} d \gamma . \tag{A.27}
\end{equation*}
$$

Equation (A.27) can be rearranged as

$$
\begin{align*}
P_{n, Q A M}= & \frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} \sum_{l} A_{l} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}} d \gamma  \tag{A.28}\\
& +\sum_{l} A_{l} \sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) e^{-\frac{\gamma}{\tau_{i}}} d \gamma .
\end{align*}
$$

Substituting in $I_{1}$ (A.24) into (A.28), it can be found that

$$
\begin{align*}
P_{n, Q A M}= & \widehat{\beta}_{0} \sum_{l} A_{l}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right.  \tag{A.29}\\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \\
& +\sum_{l} A_{l} \sum_{i=1}^{m} \widehat{\beta}_{i}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\tau_{i}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \left.\left.-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\tau_{i}^{-1}\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\tau_{i}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right]
\end{align*}
$$
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