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#### Abstract

Cooperative wireless communication uses relays to enhance the capacity and reliability of data transmission. Adaptive transmission is typically used in conventional non-cooperative communications to exploit the time-varying nature of the wireless channel. In this thesis, we combine these two techniques. We consider decode-andforward (DF) and amplify-and-forward (AF) relays. The wireless environment is modeled by using the Nakagami- $m$ distribution. The achievable channel capacity with rate adaptive transmission is analytically derived for DF and AF cooperative networks. The performance of a DF cooperative network is analyzed with a constant power rate adaptive scheme consisting of a discrete set of transmission modes. The effect of decoding errors on DF cooperative networks is also analyzed. To this end, a new heuristic approximation of the total received signal-to-noise ratio at the destination is developed. This approximation enables simple yet accurate performance analysis.
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## Chapter 1

## Introduction

### 1.1 Motivation

Consumer demand for low-cost, high-speed, high-quality mobile content delivery has fueled a phenomenal growth in the wireless communication industry during the past few decades. New wireless technologies and standards have emerged to satisfy the ever-increasing demand for mobile and wireless connectivity. Novel methods and improvements of existing techniques are continually being developed to squeeze in more information bits through the wireless channel [1-3].

The wireless channel can rapidly fluctuate and presents a fundamental challenge for reliable data communication. Transmit signals are being distorted by fading due to multipath propagation and by shadowing due to large obstacles in the signal path [4]. Diversity techniques can mitigate these distortions and enhance the capacity and reliability of communication. Techniques such as Orthogonal Frequency Division Multiplexing (OFDM) uses frequency diversity [5] whereas Multiple Input Multiple Output (MIMO) [6] antenna systems uses spatial diversity to achieve high-capacity and reliable communication.

Adaptive transmission techniques can exploit the time-varying nature of the wireless channel. The key idea is to adjust communication parameters according to the channel conditions. IEEE standards 802.11 and 802.16 , which are used in wireless technologies such as WLAN, WIMAX and WAVE, use these techniques for reliable, high-speed communication under mobile and ad-hoc wireless
networks [7-9].
Moreover, subscriber handsets are increasingly being miniaturized. Diversity techniques such as MIMO requiring the use of multiple antennae are difficult to implement on small handsets. As a result, the concept of cooperative diversity [10] has gained much attention as an alternative approach to creating virtual multiple antenna networks through the cooperation of multiple devices. Extensive research has been performed on using different protocols, network topologies and techniques for achieving cooperative diversity. However, the case of adaptive transmission with cooperative networks has been investigated only recently [11-15]. Motivated by these observations, this thesis focuses on the integration of cooperative diversity networks and rate adaptive transmission.

### 1.2 Cooperative Diversity

As mentioned before, a wireless communication channel is inherently susceptible to deep signal fades caused by the multipath propagation of radio frequency (RF) signals. The constructive and destructive addition of multipath signals arriving at the receiver results in rapid fluctuation of the received signal. The typical bit error performance of such a fading wireless link is inversely proportional to the total received signal-to-noise ratio (SNR) [16]. The bit error rate (BER) in this case decays slowly as the SNR is increased. Although the BER can be reduced by increasing the transmit signal power, this solution is inefficient and costly. A better solution is to use several independent wireless links between the transmitter and the receiver. This method results in a significant reduction in the BER since the probability of simultaneous deep fades in multiple links is small. If the average BER performance resulting in the use of $L$ independent (diverse) links is inversely proportional to $\gamma^{m}$, where $\gamma$ is the received SNR, then $m(\leq L)$ is called the diversity order. The system is said to achieve full diversity order when $m=L$. The technique of using multiple links is commonly called diversity. Independent links may be created in time, frequency and space, leading to time diversity, frequency diversity and spatial diversity, respectively.

References [10,17] proposed cooperative diversity. A basic cooperative network (Fig. 1.1) consists of a source, relays or cooperative nodes and a destination. Source transmission intended for a particular destination is overheard by other devices due to the broadcast nature of the channel. These devices play the role of relaying stations and forward the received signal to the destination. The spatial separation among the cooperative relays and the source creates multiple independent links between the source and the destination. In addition to the better error performance resulting from diversity benefits, cooperation results in greater coverage and low power consumption for the transmitting stations [18]. The cooperation among a set of distinct single antenna devices creates a virtual MIMO network.

Although the concept of cooperative diversity appears to be recent, relays have always been used in many applications simply as a tool for extending the reach of a communication network. Relaying stations are commonly used in cellular networks [19-21], for example, to improve the quality of signal reception at blind spots in the network, to provide indoor coverage inside buildings where the line-of-sight or the scattered reception of RF signals is very low, and so on. The basic communication channel involving a relaying station was initially investigated in [22] where the capacity of a three-node network comprised of a source, relay and destination was analyzed under additive white Gaussian noise (AWGN). However, in cooperative communication, the role of the relaying station is dynamic and not fixed as in [22], with users mutually helping each other in relaying information when required. Also, cooperative communication deals with wireless channels under fading and shadowing where cooperation would allow diversity benefits. Apart from these differences, many of the concepts used in the research of cooperative networks were first detailed in [22].

Relaying is pivotal in the operation of a cooperative network. Relaying stations can be user nodes or dedicated fixed terminals. When the user nodes of the network serve as relays, those nodes must send both their own information and that of other nodes. To ensure efficient operation in such a situation, a balance is required between sending the user nodes' own data and the cooperative data [23, 24]. On the
other hand, terminals serving as dedicated relays can simply focus on assisting the transmission of other nodes. Relays can operate as full duplex or half duplex depending on whether they transmit and receive signals at the same time [25]. The full duplex operation is achieved through the use of two frequency bands for transmitting and receiving (Frequency Division Duplexing, FDD), which is a viable option for infrastructure-based dedicated relays [26]. For user node relays, half duplex operation is more suitable where two time slots can be used for the reception and transmission (Time Division Duplexing, TDD).

Among the many protocols in the literature [10], two prominent methods of relaying information are (1) Amplify-and-Forward (AF) and (2) Decode-and-Forward (DF). In the AF method, Fig. 1.1 (a), the relay simply amplifies and forwards the received signal of the source towards the intended destination. No other processing of the received signal is done at the relay. When the destination uses a suitable algorithm such as maximal ratio combining (MRC) to combine the direct signal from the source and the relayed signals, full diversity is realized. Even though the simplicity of the AF scheme makes it an attractive method of cooperation, direct amplifying and forwarding signals require RF hardware. Hence, this type of relaying may be more suited for infrastructure based relays, which permanently serve as relaying stations.

A DF relay, Fig. 1.1 (b), performs demodulation and detection of the received signal and forwards a freshly encoded and modulated signal to the intended destination. This type of relaying can be implemented by using digital signal processing, where provisions are available for storing the received source signal before processing and retransmission.

### 1.3 Adaptive Transmission

A traditional approach to combating fading is to set aside a fade margin or (in other words) use higher transmission power so that the received SNR remains, at a high probability, above a certain threshold value. This approach not only reduces the power efficiency, but also increases the interference to other users sharing the same

(b)

Figure 1.1: (a) Amplify-and-forward cooperative network (b) Decode-and-Forward cooperative network
wireless channel. The fade margins required for wireless mobile channels can be as high as 30 dB . These margins are undesirable for mobile nodes with limited battery power.

Adaptive transmission [4] introduces a paradigm shift by seeking to mitigate or (in certain cases) exploit time variation of the received signal strength. De-
pending on the requirements, the system can achieve guaranteed error rates, higher throughput/spectral efficiency, reduced average transmission power, and other benefits. Transmitter parameters such as transmission power, modulation scheme, constellation size, and coding techniques are adaptively changed based on the channel conditions and user requirements. Thus, adaptation requires the transmitter to know the instantaneous channel conditions. Although adaptation is not effective for fastfading channels, it is applicable for most slow-fading scenarios in both narrowband and wideband systems. Wideband systems (e.g., systems based on spread spectrum or ultra-wideband technology) should also take measures to combat frequency selective fading. Although the concept of adaptive transmission goes back to the 1960s [27, 28], it was not technically feasible, and not much research was done on optimum adaptive schemes for wireless communication until the 1990s [29,30] . The keen interest in adaptive transmission may also be attributed to the evergrowing need to exploit more effectively the scarce spectral resources. As a result, all standards for cellular systems (e.g., EGPRS, WCDMA), broadband wireless networks (e.g., WIMAX), local area networks (IEEE 802.11 series), and so on utilize some form of adaptive transmission [31-33].


Figure 1.2: System model for an adaptive transmitter and receiver

An adaptive system (Fig. 1.2) is comprised of a transmitter capable of adjusting transmission parameters, the communication channel (which is influenced by the effects of multipath fading, shadowing and noise), a receiver capable of demodu-
lation and detection under adaptation and estimation of channel state information (CSI), and a reliable feedback path for sending CSI from the receiver to the transmitter. The rate of adaptation is constrained by the feedback overhead as well as the time delay. Hence, adaptation is performed on a symbol-by-symbol basis, or more practically, on a frame-by-frame basis. Thus, only the slow-fading component can be exploited/combated by adaptation [34]; immunity to fast fading should be obtained by having a fixed fade margin. This margin is significantly smaller than that without adaptation, justifying the complexity of practical adaptation schemes.

As mentioned before, adaptive systems seek to optimize a QoS criterion (e.g., average throughput, bit error rate (BER), delay, information-outage probability, and others) by varying one or more transmission parameters according to the CSI available at the transmitter. Consider Fig. 1.2, where a discrete time model based on symbol duration $T_{s}$ is used. Symbols $w[k]$ denote the source information bits arriving at the transmitter, which are coded and modulated as $x[k]$, for the $k$-th channeluse. The wireless channel is modeled by the channel coefficient $h[k]$, which may include the effects of path loss, shadowing and multi-path fading. The additive noise term $n[k]$ is assumed to be Gaussian. The receiver estimates the channel coefficient to be $\hat{h}[k]$ with a certain delay $k_{e}$ and an error $\epsilon$. The estimate is used for demodulation and detection of the received signal and is also fed back reliably to the transmitter, with another delay $k_{f}$. This information is used to adapt the transmit power $S[k]$, the transmission rate $R[k]$ and/or the transmission coding scheme $C[k]$. Further analysis of this model is found in $[4,35,36]$. The model is accurate when the total delay $\left(k_{e}+k_{f}\right)$ is smaller than the coherence time of the wireless channel.

In transmission rate adaptation, the transmitter adjusts and varies its data rate, i.e., the number of information bits transmitted per unit of time, to achieve the required QoS. For instance, consider a scheme which adapts the transmission rate to satisfy the QoS constraint of the maximum allowable BER. A transmitter based on this scheme could use higher bit rates (i.e., higher numbers of bits in each symbol or frame) when channel conditions are favorable, and lower bit rates otherwise. Such a
scheme may be implementable in two ways: either by varying the symbol duration or by changing the constellation size (of the modulation scheme). The former is not easily implementable as corresponding variation of the signal bandwidth makes effective bandwidth sharing more complicated [4]. Therefore, practical systems vary the constellation size.

Transmission power adaptation involves changing the transmit signal power according to the CSI. Water-filling in time and channel inversion are two commonly used techniques for power adaptation [4]. In the water-filling technique, originally proposed in [35], more power is allocated to time instances where the channel is favorable with respect to a threshold level (the water level). Water-filling maximizes the ergodic capacity, while accepting a certain probability of outage, but benefits of water-filling can be reaped only by adapting the modulation scheme accordingly. On the other hand, channel inversion tries to maintain a constant received SNR by inverting the effects of channel fading.

Channel coding is used to protect the information transmitted against the detriments of the wireless channels. Adaptive coding adjusts the strength of the coding scheme used according to the prevailing channel conditions; stronger low rate codes are used under bad channel conditions, and weaker higher rate codes are employed under favorable conditions [4].

The adaptive techniques discussed so far can also be used in combination to enhance their effectiveness. That is, multiple transmission parameters can be simultaneously varied to make the system adapt to the channel conditions. Reference [35] presents an analysis of one such scheme, where the transmission power and transmission rate are varied simultaneously to maximize spectral efficiency while meeting a BER constraint.

### 1.4 Contributions

The main focus of this thesis is the performance of DF cooperative networks with rate adaptive transmission. The channel capacity, average BER, probability of outage and average spectral efficiency are analyzed. The DF results are compared with
those of AF cooperative networks.
First, the achievable channel capacity under rate adaptive transmission for a DF cooperative network is derived. The capacity of a cooperative network with adaptive transmission was initially investigated in [11]. Reference [13] extends the work of [11] to a multiple parallel cooperative relay network. We generalize the work of $[11,13]$ by focusing on DF cooperation, and the wireless environment involved in the analysis is more generalized to Nakagami- $m$ fading. This work was presented at in the IEEE CCECE conference in May 2009 [37].

Next, a rate-adaptive scheme with a discrete set of transmission modes using M -ary quadrature amplitude modulation (M-QAM) is considered. Two types of rate adaptation schemes are analyzed: (1) rate adaptation using fixed switching thresholds and (2) rate adaptation using optimized switching thresholds. The system performance under both schemes is derived by using metrics such as the BER, outage probability and average throughput. Here, we extend the the results of [15] where an AF cooperative network was analyzed under the Rayleigh fading model, to a DF cooperative network over Nakagami- $m$ fading. The results of this work will appear in the proceedings of the IEEE ICC conference held in June 2009 [38].

Finally, the use of cooperative demodulation and cooperative diversity combining techniques for DF cooperative networks is investigated. A heuristic approximation for the total received SNR at the destination is proposed for DF cooperation under the cooperative MRC (C-MRC) scheme. The performance under this scheme is derived. This work is submitted to the IEEE Transactions on Wireless Communications and is currently under review [39].

### 1.5 Outline of thesis

This chapter briefly discussed cooperative networks and rate adaptation. The concepts of diversity, cooperative diversity, cooperative networks and adaptive transmission were presented.

Chapter 2 presents the overall system and channel models used throughout the thesis. The theoretical achievable channel capacity for rate adaptive transmission
and cooperative networks is found. Both DF and AF cooperative networks are considered.

In Chapter 3, the performance of a cooperative DF relay network is investigated under adaptive M-QAM. Rate adaptive transmission is achieved through the use of a discrete set of M-QAM constellations. Two types of rate adaptation are considered: one using fixed switching levels and the other using optimized switching levels. Outage probability, mode selection probability, average BER, and average spectral efficiency are used in the evaluation of the system performance.

Cooperative diversity combining, demodulation and detection techniques are discussed in Chapter 4. The effect of decoding errors at the relays on the overall system performance is investigated. The cooperative diversity combining technique of C-MRC is used for this purpose with discrete rate adaptive transmission. A heuristic approximation for the total received SNR is used in the performance analysis.

Finally, Chapter 5 presents our conclusions and suggests some potential future research initiatives resulting from this work.

## Chapter 2

## Capacity of a Cooperative Network under Rate Adaptive Transmission

### 2.1 Introduction

Rate adaptive transmission exploits the variation of the channel gain to vary the transmission rate while cooperative diversity uses relays to enhance the wireless network performance. In this chapter, we analyze a wireless system which incorporates both of these techniques ${ }^{1}$.

The theoretical limits of the capacity of DF cooperative networks under rate adaptive transmission is investigated. For the simplicity of the analysis, we assume error-free symbol decoding at the cooperative relays. The results are also compared to those of a comparable AF cooperative network. A general wireless channel model, Nakagami- $m$ fading, is used to model the wireless environment under both independent and identically distributed (i.i.d.) and non-i.i.d. fading conditions.

The rest of the chapter is organized as follows. Section 2.2 describes the wireless channel model used in the analysis. The system models of the AF and DF cooperative networks are detailed in Section 2.3. The mathematical derivations of the channel capacity are detailed in Section 2.4. Finally, Section 2.5 discusses the simulation and numerical results.

[^0]
### 2.2 Wireless Channel Model

Throughout this thesis, the wireless multipath fading environment between any two wireless nodes is modeled by using the Nakagami- $m$ fading model [40]. This model is flexible enough to describe various fading environments by the correct choice of its parameters and can model a wide range of fading conditions ranging from line-of-sight to non-line-of-sight, Rayleigh fading, and one-sided Gaussian fading. Importantly, the Nakagami- $m$ fading model provides a good match for urban and indoor multipath propagation [41,42]. With this model, the envelope of the received signal $\alpha$ is described by the probability density function (PDF) [43]

$$
\begin{equation*}
f_{\alpha}(\alpha)=\frac{2 m^{m} \alpha^{2 m-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m \alpha^{2}}{\Omega}\right) \quad \alpha \geq 0, \quad m \geq 0.5 \tag{2.1}
\end{equation*}
$$

where $m$ is the shape parameter, and $\Omega$ is the average power of the received envelope. The phase $\phi$ of the received signal is assumed to be uniformly distributed over $[0,2 \pi]$. For ideal coherent phase detection, the receiver compensates for $\phi$, and only the envelope fading distribution (2.1) is required for our analysis. The resulting SNR $\gamma$ is Gamma distributed with shape parameter $m$ and scale parameter $\bar{\gamma} / m$ , with the PDF [43]

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{m^{m} \gamma^{m-1}}{\bar{\gamma}^{m} \Gamma(m)} \exp \left(-\frac{m \gamma}{\bar{\gamma}}\right) \quad \gamma \geq 0 \tag{2.2}
\end{equation*}
$$

where $\bar{\gamma}$ is the average received SNR which is equal to $\Omega E_{s} / N_{0}, E_{s}$ is the transmit symbol energy, and $N_{0}$ is the one-sided power spectral density of AWGN.

The delay spread and the Doppler spread of the wireless channel largely determine its dynamic and varying nature. The delay spread gives the time dispersion of the signals arriving from different paths. The rate at which the wireless channel changes is determined by the Doppler spread, which is governed by the relative motion between the transmitter and the receiver. We assume that the wireless channel varies slowly and that flat fading occurs; i.e., that the delay spread and Doppler spread are low [44]. Under this assumption, the wireless channel changes at a rate much slower than the symbol rate of transmission [34]. For an example, a Doppler spread of 20 Hz and a symbol rate of $1 \times 10^{6}$ per second make the channel remain stable over several 10,000 symbol intervals.


Figure 2.1: Relay network with adaptive transmission.

### 2.3 System model of Cooperative Network

The system model of the cooperative network formed by a source node $S$, destination node $D$ and cooperative relay nodes $R_{i}, i \in\{1,2, \ldots, N\}$ is illustrated in Fig. 2.1. The signal transmission from the source to the destination is assisted by $N \geq 1$ cooperating parallel relays. The transmission occurs in two phases. During the first phase, the source broadcasts its message to the destination and the $N$ relays. In the second phase, each of the relays either amplifies and forwards or decodes and forwards (depending on whether AF or DF relays are used) the signal received in the first phase. Each relay requires an orthogonal channel to forward its information to the destination where maximal ratio combining (MRC) is used for diversity combining of the received signals.

The channel coefficients between $D$ and $S, D$ and $R_{i}$ and $R_{i}$ and $S$ are denoted as $h_{s, i}, h_{i, d}$, and $h_{s, d}$ with shape parameters $m_{s, i}, m_{i, d}$ and $m_{s, d}$, respectively. The corresponding received instantaneous SNR are given as $\gamma_{s, i}=\left|h_{s, i}\right|^{2} \bar{\gamma}_{s, i}, \gamma_{i, d}=$
$\left|h_{i, d}\right|^{2} \bar{\gamma}_{i, d}$ and $\gamma_{s, d}=\left|h_{s, d}\right|^{2} \bar{\gamma}_{s, d}$. Both i.i.d. and non-i.i.d. fading environments are considered in the subsequent analysis under AF and DF cooperative relay networks.

### 2.3.1 AF Cooperative Network

As mentioned before, in an AF relay the signals are amplified and sent to the destination. The signals received at the destination and at the $i$-th relay from the source transmission are then given as follows:

$$
\begin{gather*}
r_{s, d}=h_{s, d} \sqrt{E_{s}} x+n_{s, d} \quad \text { and }  \tag{2.3}\\
r_{s, i}=h_{s, i} \sqrt{E_{s}} x+n_{s, i}, \quad i=1,2, \ldots, N, \tag{2.4}
\end{gather*}
$$

where $x$ is the transmit symbol with unit energy, and $n_{s, d}$ and $n_{s, i}$ are the AWGN terms at the destination and at the $i$-th relay. These terms are modeled as AWGN with one-sided power spectral density of $N_{0}$. The received signal at the destination from the $i$-th relay is

$$
\begin{equation*}
r_{i, d}=G_{i} h_{i, d} r_{s, i}+n_{i, d}, \quad i=1,2, \ldots, N, \tag{2.5}
\end{equation*}
$$

where $n_{i, d}$ is the noise addition at the destination, and $G_{i}$ is the $i^{\text {th }}$ relay amplifier gain, chosen as, $G_{i}^{2}=E_{s} /\left(E_{s}\left|h_{s, i}\right|^{2}+N_{0}\right)$ [10]. The total received SNR at the destination through MRC is easily found as [10]

$$
\begin{equation*}
\gamma_{\mathrm{tot}}=\gamma_{s, d}+\sum_{i=1}^{N} \frac{\gamma_{s, i} \gamma_{i, d}}{\gamma_{s, i}+\gamma_{i, d}+1} \tag{2.6}
\end{equation*}
$$

The performance analysis of the AF network requires the PDF of the total received SNR $\gamma_{\text {tot }}$ for Nakagami- $m$ fading. The exact PDF is complicated and difficult to use in subsequent performance analysis. Hence, $\gamma_{\text {tot }}$ is approximated by using a fairly accurate upper bound $\gamma_{u b}$ as $[45,46]$

$$
\begin{equation*}
\gamma_{\mathrm{tot}} \leq \gamma_{s, d}+\sum_{i=1}^{N} \gamma_{i}=\gamma_{u b} \tag{2.7}
\end{equation*}
$$

where $\gamma_{i}=\min \left(\gamma_{s, i}, \gamma_{i, d}\right)$. This upper bound is known to be accurate and has been used extensively in the analysis of AF relays [12-15, 45-47]. The PDFs of
the upper bound of the received SNR for i.i.d. and non-i.i.d. Nakagami- $m$ fading environments are derived in the Appendix.

### 2.3.2 DF Cooperative Network

The first phase here is identical to that of the AF cooperative network, and the received signals are again described by Eqs. (2.3) and (2.4). However, during the second phase, each relay forwards a signal which is derived from decoding the original signal received from the source. The received signal at the destination during this phase is then given as

$$
\begin{equation*}
r_{i, d}=h_{i, d} \sqrt{E_{s}} \hat{x}+n_{i, d}, \quad i=1,2, \ldots, N \tag{2.8}
\end{equation*}
$$

where $\hat{x}$ is the decoded and modulated symbol of $x$. An adaptive DF relaying scheme similar to $[10,48,49]$ is used in the model of the DF cooperative network. In this model, it is assumed that a DF relay is able to accurately decode the received signal from the source, without outage, only if the instantaneous received SNR is above a particular threshold value $\gamma_{T}$; i.e., $\gamma_{s, i}>\gamma_{T} . \gamma_{T}$ corresponds to the target information rate of $R$ below which outage occurs. This correspondence implies that $\gamma_{T}=2^{R(N+1)}-1$ according to Shannon's channel capacity bound. For the simplicity of analysis, error-free decoding of the received signal is assumed at the relays. This assumption is, however, relaxed in Chapter 4.

## Identically Distributed Fading Environment

Here, all channels between all nodes are Nakagami- $m$ fading with identical fading parameters (i.e., $m_{s, d}=m_{s, i}=m_{i, d}=m$ ) and the same average received SNR $\left(\bar{\gamma}_{s, d}=\bar{\gamma}_{s, i}=\bar{\gamma}_{i, d}=\bar{\gamma}\right)$. This case may arise when the source, destination and the relays are physically located at equal distances from each other.

Under the adaptive DF scheme, the number of relays forwarding the source message to the destination is a binomial random variable $Y$, where $Y=\{0,1, \ldots, N\}$. The probability that $y$ relays forward the received signal to the destination is given as

$$
\begin{equation*}
\operatorname{Pr}(Y=y)=\binom{N}{y}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\gamma}\right)}{\Gamma(m)}\right]^{y}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\gamma}\right)}{\Gamma(m)}\right]^{N-y}, \tag{2.9}
\end{equation*}
$$

where $\Gamma(a, x)=\int_{x}^{\infty} t^{a-1} e^{-t} d t, \gamma(a, x)=\int_{0}^{a} t^{a-1} e^{-t} d t$, and $\Gamma(a)=(a-1)!, a \in$ $\mathbf{Z}^{+}$. The MRC at the destination gives the total received SNR $\gamma_{\text {tot }}$ as

$$
\begin{equation*}
\gamma_{\mathrm{tot}}=\sum_{j=1}^{y+1} \gamma_{j} \tag{2.10}
\end{equation*}
$$

where $\gamma_{j}$ are Gamma random variables with shape parameter $k=m$ and scale parameter $\theta=\frac{\bar{\gamma}}{m}$. The moment generating function (MGF) of $\gamma_{\text {tot }}$ is derived as

$$
\begin{equation*}
M_{\gamma_{\text {tot }}}(s \mid y)=\prod_{i=1}^{y+1} M_{\gamma_{j}}(s)=\left(1+\frac{\bar{\gamma}}{m} s\right)^{-m(y+1)} \tag{2.11}
\end{equation*}
$$

where the MGF of random variable $Y$ is defined as $M_{Y}(s)=\mathbf{E}\left\{e^{-s Y}\right\}, \quad \mathbf{E}\{\cdot\}$ denotes the statistical average over the random variable. The Laplace inversion of (2.11) gives the PDF of $\gamma_{\text {tot }}$ conditional on $Y$ as

$$
\begin{equation*}
f_{\gamma_{\text {lot }}}(\gamma \mid y)=\left(\frac{m}{\bar{\gamma}}\right)^{m(y+1)} \frac{\gamma^{m(y+1)-1}}{(m(y+1)-1)!} e^{-\frac{m \gamma}{\bar{\gamma}}} . \tag{2.12}
\end{equation*}
$$

By using the theorem of total probability and Eqs. (2.9) and (2.12), the unconditional PDF of the total received SNR $\gamma_{\text {tot }}$ can be written as

$$
\begin{equation*}
f_{\gamma_{\text {lot }}}(\gamma)=\sum_{i=0}^{N}\left(\frac{m}{\bar{\gamma}}\right)^{m(i+1)} \frac{\gamma^{m(i+1)-1}}{(m(i+1)-1)!} e^{-m \gamma / \bar{\gamma}}\binom{N}{i}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\gamma}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\gamma}\right)}{\Gamma(m)}\right]^{N-i} \tag{2.13}
\end{equation*}
$$

## Non Identically Distributed Fading Environment

The channel gains are now modeled by using different Nakagami- $m$ distributions. This case may arise when the distances between different nodes are unequal, and signal scatterers may be unevenly distributed spatially. Hence, the total number of relays forwarding the source message to the destination is a random variable having a generalized binomial distribution with distinct probability of success $p_{i}$ for each relay (This distribution is a generalization of (2.9)).

The system is best described by using a vector of indicator random variables $\underline{\mathbf{b}}_{k}$ as

$$
\begin{align*}
& \underline{\mathbf{b}}_{k}=\left(b_{N}, b_{N-1}, \ldots, b_{i}, \ldots, b_{2}, b_{1}\right), k=0,1, \ldots, 2^{N}-1 \\
& \text { with } k=2^{N-1} b_{N}+2^{N-2} b_{N-1}+\ldots+2 b_{2}+b_{1}, \tag{2.14}
\end{align*}
$$

where $b_{i}$ 's are random variables taking values 1 or 0 to indicate whether or not the $i$-th relay is forwarding the source message to the destination. $\operatorname{Pr}\left(b_{i}=1\right)=p_{i}$ and $\operatorname{Pr}\left(b_{i}=0\right)=1-p_{i}$ where $p_{i}$ is the probability that the received SNR at $R_{i}$ is greater than $\gamma_{T}$. If one complete cycle of cooperation in the network is defined as a state of the network, then the DF relays operating in a particular state $k$ can be represented by using the $k$-th value of the random vector $\underline{\mathbf{b}}_{k}$. There are $2^{N}$ different states. The probability of observing a combination of DF relays described by $\underline{\mathbf{b}}_{k}$ is given as

$$
\begin{equation*}
\operatorname{Pr}\left(\underline{\mathbf{b}}_{k}\right)=\prod_{i=1}^{N} p_{i}^{b_{i}}\left(1-p_{i}\right)^{\left(1-b_{i}\right)} . \tag{2.15}
\end{equation*}
$$

The number of DF relays forwarding a source signal to the destination is $N\left(\underline{\mathbf{b}}_{k}\right)$.

$$
\begin{equation*}
N\left(\underline{\mathbf{b}}_{k}\right)=\sum_{i=1}^{N} b_{i} . \tag{2.16}
\end{equation*}
$$

These relayed signals and the direct source-transmitted signal are received at the destination. They are combined by using MRC, so that the total received SNR $\gamma_{\text {tot }}$ is

$$
\begin{equation*}
\gamma_{\mathrm{tot}}=\gamma_{s, d}+\sum_{i=1}^{N} b_{i} \gamma_{i, d} . \tag{2.17}
\end{equation*}
$$

The probability $p_{i}=\operatorname{Pr}\left(b_{i}=1\right)=\operatorname{Pr}\left(\gamma_{s, i}>\gamma_{T}\right)$ can be calculated by using the PDF of $\gamma_{s, i}$ as

$$
\begin{equation*}
p_{i}=\int_{\gamma_{T}}^{\infty} \frac{m_{s, i}^{m_{s, i}} x^{m_{s, i}-1}}{\bar{\gamma}_{s, i} m_{s, i}} \Gamma\left(m_{s, i}\right) \quad e^{-\frac{m_{s, i} x}{\bar{\gamma}_{s, i}}} d x=\frac{\Gamma\left(m_{s, i}, \frac{m_{s, i} \gamma_{T}}{\bar{\gamma}_{s, i}}\right)}{\Gamma\left(m_{s, i}\right)} . \tag{2.18}
\end{equation*}
$$

Given that the cooperative network is in a state $k \in\left\{0,1, \ldots, 2^{N}-1\right\}$ having a DF relay combination described by vector $\underline{\mathbf{b}}_{k}$, the MGF of $\gamma_{\text {tot }}$ conditioned on $\underline{\mathbf{b}}_{k}$ can be written as

$$
\begin{equation*}
M_{\gamma_{t o t}}\left(s \mid \underline{\mathbf{b}}_{k}\right)=M_{\gamma_{s, d}}(s) \prod_{i=1, b_{i} \neq 0}^{N} M_{\gamma_{i, d}}(s), \tag{2.19}
\end{equation*}
$$

with $M_{\gamma_{s, d}}(s)=\left(1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right)^{-m_{s, d}}$ and $M_{\gamma_{i, d}}(s)=\left(1+\frac{\bar{\gamma}_{i, d}}{m_{i, d}} s\right)^{-m_{i, d}}$. Hence, we can rewrite (2.19) as

$$
\begin{equation*}
M_{\gamma_{t o t}}\left(s \mid \underline{\mathbf{b}}_{k}\right)=\left(1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right)^{-m_{s, d}} \prod_{i=1, b_{i} \neq 0}^{N}\left(1+\frac{\bar{\gamma}_{i, d}}{m_{i, d}} s\right)^{-m_{i, d}} \tag{2.20}
\end{equation*}
$$

A partial fraction expansion of (2.20) gives

$$
\begin{equation*}
M_{\gamma_{t o t}}\left(s \mid \underline{\mathbf{b}}_{k}\right)=\sum_{j=1}^{m_{s, d}} \frac{\Delta_{j}\left(\underline{\mathbf{b}}_{k}\right)}{\left(1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right)^{j}}+\sum_{i=1, b_{i} \neq 0}^{N} \sum_{j=1}^{m_{i, d}} \frac{\Psi_{i, j}\left(\underline{\mathbf{b}}_{k}\right)}{\left(1+\frac{\bar{\gamma}_{i, d}}{m_{i, d}} s\right)^{j}}, \tag{2.21}
\end{equation*}
$$

where $\Delta_{i}\left(\underline{\mathbf{b}}_{k}\right)$ is given in (2.22) for $k \neq 0$ with $\Delta_{i}\left(\underline{\mathbf{b}}_{0}\right)=0$ for $i \neq m_{s, d}$ and $\Delta_{i}\left(\underline{\mathbf{b}}_{0}\right)=1$ for $i=m_{s, d} . \Psi_{i, j}\left(\underline{\mathbf{b}}_{k}\right)$ is defined in (2.23) for $k \neq 0$ with $\Psi_{i, j}\left(\underline{\mathbf{b}}_{0}\right)=$ $0 \forall i, j \in \mathbf{Z}$.

$$
\begin{align*}
& \Delta_{i}\left(\underline{\mathbf{b}}_{k}\right)=\frac{\left(\frac{\bar{\gamma}_{s, d}}{m_{s, d}}\right)^{\left(i-m_{s, d}\right)}}{\left(m_{s, d}-i\right)!} \frac{\partial^{m_{s, d}-i}}{\partial s^{m_{s, d}-i}}\left[\prod_{j=1, b_{j} \neq 0}^{N}\left(1+\frac{\bar{\gamma}_{j, d}}{m_{j, d}} s\right)^{-m_{j, d}}\right]_{s=-\frac{m_{s, d}}{\bar{\gamma}_{s, d}}} .  \tag{2.22}\\
& \Psi_{i, j}\left(\underline{\mathbf{b}}_{k}\right)=\frac{\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}}\right)^{\left(j-m_{i, d}\right)}}{\left(m_{i, d}-j\right)!} \frac{\partial^{m_{i, d}-j}}{\partial s^{m_{i, d}-j}}\left[\left(1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right)^{-m_{s, d}}\right.  \tag{2.23}\\
&\left.\times\left[\prod_{l=1, l \neq i, b_{l} \neq 0}^{N}\left(1+\frac{\bar{\gamma}_{l, d}}{m_{l, d}} s\right)^{-m_{l, d}}\right]\right]_{s=-\frac{m_{i, d}}{\bar{\gamma}_{i, d}}}
\end{align*}
$$

The Laplace inversion of (2.21) produces the conditional PDF of the total received SNR at the destination conditional on $\underline{\mathbf{b}}_{k}, f_{\gamma_{\text {tot }}}\left(\gamma \mid \underline{\mathbf{b}}_{k}\right)$ as

$$
\begin{align*}
f_{\gamma_{\text {tot }}}\left(\gamma \mid \underline{\mathbf{b}}_{k}\right)= & \sum_{j=1}^{m_{s, d}} \frac{\Delta_{j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left(\frac{m_{s, d}}{\bar{\gamma}_{s, d}}\right)^{j} \gamma^{j-1} e^{-\frac{m_{s, d} \gamma}{\bar{\gamma}_{s, d}}} \\
& +\sum_{i=1, b_{i} \neq 0}^{N} \sum_{j=1}^{m_{i, d}} \frac{\Psi_{i, j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left(\frac{m_{i, d}}{\bar{\gamma}_{i, d}}\right)^{j} \gamma^{j-1} e^{-\frac{m_{i, d \gamma}}{\bar{\gamma}_{i, d}}} . \tag{2.24}
\end{align*}
$$

By using the theorem of total probability, the PDF of total received SNR $\gamma_{\text {tot }}$ unconditional on $\underline{\mathbf{b}}_{k}$ can the be written in terms of (2.15) and (2.24) as

$$
\begin{equation*}
f_{\gamma_{\text {tot }}}(\gamma)=\sum_{k=0}^{2^{N}-1} f_{\gamma_{\text {tot }}}\left(\gamma \mid \underline{\mathbf{b}}_{k}\right) \operatorname{Pr}\left(\underline{\mathbf{b}}_{k}\right) . \tag{2.25}
\end{equation*}
$$

### 2.4 Capacity Analysis

In this section, we derive the channel capacity for cooperative DF and AF networks under multipath fading and rate adaptive transmission. No exact mathematical formula is derived for the information capacity of a cooperative network [50] as opposed to the Shannon's channel capacity bound for point-to-point communication,
but this capacity analysis under adaptive transmission still provides a useful insight into the performance of adaptive cooperative networks.

### 2.4.1 Optimal Rate Adaptation with Constant Transmit Power (ORA)

Under this adaptive scheme, the transmit power is maintained constant, but the transmission rate is adjusted in response to the channel conditions. As shown in Fig. 2.1, the CSI estimated at the receiver is fed back to the transmitter. We assume error-free CSI estimates and a reliable and low-delay feedback channel. With these assumptions, ideal CSI is available at the receiver as well as the transmitter. Therefore, the transmitter can evaluate the rate of transmission that can be achieved without loss of information for each channel instant; i.e., when the received SNR under fading is $\gamma$, the channel can support an information rate $C_{\gamma}=B \log _{2}(1+\gamma)$ according to Shannon's channel capacity, where $B$ is the bandwidth. If the transmitter is capable of continuous rate adaptation, then it can adapt its transmission rate optimally according to the instantaneous channel capacity $C_{\gamma}$. Doing so will provide an attainable channel capacity of [35, eq. (8)]

$$
\begin{equation*}
C=\int_{0}^{\infty} B \log _{2}(1+\gamma) f_{\gamma}(\gamma) d \gamma, \tag{2.26}
\end{equation*}
$$

where $f_{\gamma}(\gamma)$ is the PDF of the SNR. The capacity achieved through this scheme is the same as the ergodic capacity of a system using a fixed rate under fading. For the cooperative system in Fig. 2.1, (2.26) needs to be slightly modified to encompass the $N+1$ orthogonal channels [15]:

$$
\begin{equation*}
C_{\text {ora }}=\frac{B}{(N+1) \ln 2} \int_{0}^{\infty} \ln (1+\gamma) f_{\gamma}(\gamma) d \gamma, \tag{2.27}
\end{equation*}
$$

where $\ln (x)$ is the natural logarithm of $x$.

## Analysis of an AF Cooperative Network

An upper bound of the achieved capacity can be derived by using the PDF (A.18) with the ORA channel capacity given in (2.27). Eq. (2.28) gives an upper bound on
the channel capacity under ORA for the cooperative AF network.

$$
\begin{align*}
C_{\text {ora }} \leq & \frac{B(0.5)^{2 N(m-1)} \Gamma^{N}(2 m)}{\ln 2(N+1) m^{N} \Gamma^{2 N}(m)} \\
& \quad \times\left[\sum_{i=1}^{m} \frac{\Delta_{i}}{(i-1)!}\left(\frac{m}{\bar{\gamma}}\right)^{i} \mathcal{I}_{i}\left(\frac{m}{\bar{\gamma}}\right)\right. \\
& \left.\quad+\sum_{i=1}^{N(2 m-1)} \frac{\Psi_{i}}{(i-1)!}\left(\frac{2 m}{\bar{\gamma}}\right)^{i} \mathcal{I}_{i}\left(\frac{2 m}{\bar{\gamma}}\right)\right] . \tag{2.28}
\end{align*}
$$

The integral $\mathcal{I}_{n}(\mu)=\int_{0}^{\infty} t^{n-1} \ln (1+t) e^{-\mu t} d t, \mu>0 ; n \in \mathbf{Z}^{+}$, can be evaluated in closed-form as in [34, eq.(78)]. Similarly, for the case of non-i.i.d. fading channels the PDF given in (A.42) is used to derive the capacity as

$$
\begin{align*}
C_{\text {ora }} \leq & \frac{B}{(N+1) \ln 2}\left[\prod_{i=1}^{N} D_{i}\right]\left[\sum_{i=1}^{m_{s, d}} \frac{\Delta_{i}}{(i-1)!}\left(\frac{m_{s, d}}{\bar{\gamma}_{s, d}}\right)^{i} \mathcal{I}_{i}\left(\frac{m_{s, d}}{\bar{\gamma}_{s, d}}\right)\right. \\
& \left.+\sum_{i=1}^{N} \sum_{j=1}^{m_{s, i}+m_{i, d}} \frac{\Psi_{j i}}{(j-1)!}\left(\frac{m_{s, i} \bar{\gamma}_{i, d}+m_{i, d} \bar{\gamma}_{s, i}}{\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}}\right)^{j} \mathcal{I}_{j}\left(\frac{m_{s, i} \bar{\gamma}_{i, d}+m_{i, d} \bar{\gamma}_{s, i}}{\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}}\right)\right] . \tag{2.29}
\end{align*}
$$

## Analysis of DF Cooperative Network

For DF cooperative networks over i.i.d. fading channels and non-i.i.d. fading channels, the PDFs of the received $\operatorname{SNR}$ (2.13) and (2.24), respectively, are used to obtain the capacity under ORA by using (2.27). The capacity under the ORA scheme for the i.i.d. case and non-i.i.d. case are given in (2.30) and (2.31), respectively.

$$
\begin{gather*}
C_{\text {ora }}=\frac{B}{\ln 2} \sum_{i=0}^{N}\binom{N}{i}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{N-i} \\
\times\left(\frac{m}{\bar{\gamma}}\right)^{m(i+1)} \frac{1}{(i+1) \Gamma(m(i+1))} \mathcal{I}_{m(i+1)}\left(\frac{m}{\bar{\gamma}}\right) .  \tag{2.30}\\
C_{\text {ora }}=\frac{B}{\ln 2} \sum_{k=0}^{2^{N}-1} \frac{\operatorname{Pr}\left(\underline{\mathbf{b}}_{k}\right)}{\left(1+N\left(\underline{\mathbf{b}}_{k}\right)\right)}\left[\sum_{j=1}^{m_{s, d}} \frac{\Delta_{j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left(\frac{m_{s, d}}{\bar{\gamma}_{s, d}}\right)^{j} \mathcal{I}_{j}\left(\frac{m_{s, d}}{\bar{\gamma}_{s, d}}\right)\right. \\
\left.+\sum_{i=1, b_{i} \neq 0}^{N} \sum_{j=1}^{m_{i, d}} \frac{\Psi_{i, j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left(\frac{m_{i, d}}{\bar{\gamma}_{i, d}}\right)^{j} \mathcal{I}_{j}\left(\frac{m_{i, d}}{\bar{\gamma}_{i, d}}\right)\right] . \tag{2.31}
\end{gather*}
$$

### 2.5 Observations and Comparisons of Results

In this section, the analytical expressions for the channel capacity are compared with the Monte Carlo simulations. The channel gains are obtained through random variable generation. Each simulation data point for a given average SNR is obtained by using $1 \times 10^{6}$ random values of the channel gain. These values were used in the analytical equations derived in Section 2.4. Here, the integration operation using the PDF of the channel statistics is replaced by taking the algebraic mean or expected value of all the numerical values obtained. This technique amounts to a semi-analytical simulation. Compared to conventional Monte Carlo simulation, this method significantly reduces the size of the sample set and computational cost required to obtain a simulation result of a given accuracy and confidence interval [51]. For example, with a sample set size of $1 \times 10^{6}$ and an average SNR of 10 dB , the simulated capacity for the non-i.i.d. AF relay network lies within the confidence interval $(1.0104,1.0112)$ with a confidence of $90 \%$.

For the analysis, a cooperative network consisting of two parallel relays is considered for both the AF and DF cases. In the i.i.d. fading case, Nakagami fading parameter is taken as $m=2$, and in the case of non-i.i.d. fading, the following Nakagami fading parameters and average SNR values are considered: $\bar{\gamma}_{s, d}=0.5 \rho$, $\bar{\gamma}_{s, 1}=0.2 \rho, \bar{\gamma}_{s, 2}=0.7 \rho, \bar{\gamma}_{1, d}=0.9 \rho, \bar{\gamma}_{2, d}=0.4 \rho, m_{s, d}=2, m_{s, 1}=1, m_{s, 2}=2$ , $m_{1, d}=3, m_{2, d}=1$, where $\rho$ is the average SNR.

The PDF of the total received SNR $\gamma_{t o t}$ is shown in Fig. 2.3. The decoding threshold $\gamma_{T}$ is chosen to be 5 dB , and PDF plots are obtained for different average SNR values near $\gamma_{T}$. A large variation in the shape of PDF's can be seen around $\rho=\gamma_{T}$.

Fig. 2.2 shows the capacity analysis for a non-i.i.d. DF cooperative network for varying decoding thresholds, $\gamma_{T}$. A local maximum is observed when $\rho$ is near the $\gamma_{T}$ value, and in the high SNR region, the effect of $\gamma_{T}$ on the capacity is negligible. This local maximum in capacity is a result of the change in the average number of relays forwarding the source signal to the destination. The figure also shows the channel capacity achieved through the comparable AF cooperative net-
work. Clearly, the DF cooperative network performed better in terms of the channel capacity.

Fig. 2.4 shows the variation of the average number of relays forwarding the source signal, $\tilde{N}$, against $\rho$ for different $\gamma_{T}$. For $\gamma_{T}=15 \mathrm{~dB}$, on average no relays forward signals to the destination $(\tilde{N} \leq 0.5)$ until $\rho>17 \mathrm{~dB}$ and for $17 \mathrm{~dB}<$ $\rho<35 \mathrm{~dB}, \tilde{N}$ gradually increases from 0.5 to 2 . This observation explains why the capacity curve for $\gamma_{T}=15 \mathrm{~dB}$ in Fig. 2.2 has a higher gradient for $0<\rho<17 \mathrm{~dB}$ followed by a local maximum and a lower gradient for $17 \mathrm{~dB}<\rho$. Similar results were obtained for the network with i.i.d. wireless channels.

### 2.6 Summary

Channel capacity through rate adaptive transmission for a cooperative network was investigated. The proposed system model and wireless channel model for the DF and AF cooperative networks were discussed in detail. The PDF of the total received SNR was derived. Analytical expressions for the channel capacity under optimal rate adaption with constant power were derived. The theoretical channel capacity derivations were compared with the results obtained from the Monte Carlo semi-analytical simulation. The channel capacity under DF cooperation (with the assumption of error-free decoding) was found to be better than the AF cooperation.


Figure 2.2: Capacity comparison of ORA scheme for DF relay networks with varying thresholds and non-i.i.d. fading.


Figure 2.3: PDF of the total received $\operatorname{SNR} f_{\gamma_{\text {tot }}}(\gamma)$ at destination for different average SNR values $\left(\gamma_{T}=5 \mathrm{~dB}\right)$.


Figure 2.4: Average number of DF relays forwarding received signal to destination for different $\gamma_{T}$.

## Chapter 3

## Constant Power Rate Adaptation using Adaptive M-QAM

### 3.1 Introduction

In Chapter 2, the channel capacity for AF and DF cooperative networks was theoretically analyzed. Closed-form expressions were derived for the capacity under both i.i.d. and non-i.i.d. fading conditions. In this chapter, the performance of a practical rate adaptive transmission scheme with a cooperative network is analyzed ${ }^{1}$. An adaptive M-ary quadrature modulation (AMQAM) scheme consisting of a discrete set of transmission modes is considered for this purpose. The DF cooperative network (Chapter 2) and this rate adaptive scheme are analyzed for i.i.d. and non-i.i.d. fading conditions. The performance of the system under fixed and optimized SNR switching thresholds is investigated. The optimized switching thresholds required for AMQAM are computed for i.i.d. and non-i.i.d. Nakagami- $m$ conditions by using the Lagrangian optimization approach [52].

The remainder of the chapter is organized as follows. Section 3.2 details the system and channel model. Section 3.3 describes the adaptive scheme employed, and Section 3.4 defines the performance parameters and includes their theoretical derivations for i.i.d. and non-i.i.d. fading environments. Section 3.5 explains how the switching thresholds for AMQAM are derived, and, finally, section 3.6 provides

[^1]the numerical results obtained by using Monte Carlo simulations and the derived theoretical expressions.

### 3.2 Channel and System Model

Nakagami- $m$ fading is assumed for all channels. The performance is analyzed for a DF cooperative network under both i.i.d. and non-i.i.d. fading conditions. The DF cooperative network (Fig. 2.1) is described in Section 2.3.2.

### 3.3 Rate Adaptive M-QAM

Rate adaptive transmission is implemented by using a discrete set of transmission modes. Each mode consists of a modulation scheme capable of supporting a different data rate. The transmission mode is changed based on CSI estimation at the destination. The CSI are fed back to the source transmitter via a reliable, lowlatency feedback channel. Under this adaptive scheme, the source transmits at a constant average power and varies the data rate depending on the CSI.

In the subsequent analysis, the transmission mode is selected based on the received SNR at the destination. The range of the received SNR is partitioned into $K$ regions by using a set of switching levels $\mathbf{S}=\left\{\gamma_{n} \mid n=0,1, \ldots, K\right\}$ with $K=5$ being considered for our analysis. This system is termed five-mode AMQAM [52]. The transmitter selects mode $n$ when the received SNR falls in the $n$-th region; i.e. $\gamma_{n} \leq \gamma_{t o t}<\gamma_{n+1}$. The index of the selected transmission mode, $n$, is sent to the source through a reliable and low-delay feedback link (Fig. 2.1). The destination-to-source feedback link is assumed to be error-free. When the transmitter switches between different modes, the relays need to identify the correct mode. The transmitter may have to send side information to the relays, or, potentially, the relays may employ automatic modulation classification techniques $[53,54]$ to identify the incoming modulation mode without side information. Error-free decoding is assumed at the DF relays. The effect of decoding errors at the relays is investigated in Chapter 4. The PDFs derived for the i.i.d. and non-i.i.d. channel conditions
(Section 2.3.2) are used for our analysis.
Table 3.1 gives the parameters of the five-mode AMQAM scheme, where $b_{n}$ is the number of bits per a transmitted symbol, $\gamma$ is the instantaneous received SNR, and $M_{n}$ is the constellation size of the modulation scheme used. The modulation schemes BPSK, QPSK, 16-QAM, and 64-QAM have been considered in four of the five modes since they have been widely used in many existing standards [ 9,55$]$. They have also been extensively studied in the literature under adaptive modulation [15, 36, 52, 56, 57].

### 3.4 System Performance Parameters

This section presents the parameters used to analyze the performance of the system. Since the operation of the adaptive scheme involves the selection of modes according to the prevailing channel conditions, a transmission mode selection probability (MSP) is defined as [52]

$$
\begin{align*}
\delta_{n} & =\operatorname{Pr}\left(\gamma_{n} \leq \gamma<\gamma_{n+1}\right) \\
& =\int_{\gamma_{n}}^{\gamma_{n+1}} f_{\gamma_{\text {tot }}}(\gamma) d \gamma . \tag{3.1}
\end{align*}
$$

The quantity $\delta_{n}$ is the probability that the received SNR falls in the $n$-th region. By substituting the PDF of $\gamma_{\text {tot }}$ for the i.i.d. fading environment given in (2.13) into (3.1), the MSP can be derived as

$$
\begin{equation*}
\delta_{n}=\sum_{i=0}^{N}\binom{N}{i}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\gamma}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\gamma}\right)}{\Gamma(m)}\right]^{N-i}\left[\frac{\Gamma\left(m(i+1), \frac{m \gamma_{n}}{\gamma}\right)-\Gamma\left(m(i+1), \frac{m \gamma_{n+1}}{\gamma}\right)}{\Gamma(m(i+1))}\right] . \tag{3.2}
\end{equation*}
$$

Similarly, the MSP for non-i.i.d. Nakagami- $m$ fading can be derived by substituting (2.24) into (3.1) as

$$
\begin{align*}
\delta_{n}= & \sum_{k=0}^{2^{N}-1} \operatorname{Pr}\left(\underline{\mathbf{b}}_{k}\right)\left[\sum_{j=1}^{m_{s, d}} \frac{\Delta_{j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left[\Gamma\left(j, \frac{m_{s, d} \gamma_{n}}{\bar{\gamma}_{s, d}}\right)-\Gamma\left(j, \frac{m_{s, d} \gamma_{n+1}}{\bar{\gamma}_{s, d}}\right)\right]( \}_{i=1, b_{i} \neq 0}\right.  \tag{3.3}\\
& \left.+\sum_{j=1}^{N} \frac{\Psi_{i j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left[\Gamma\left(j, \frac{m_{i, d} \gamma_{n}}{\bar{\gamma}_{i, d}}\right)-\Gamma\left(j, \frac{m_{i, d} \gamma_{n+1}}{\bar{\gamma}_{i, d}}\right)\right]\right] .
\end{align*}
$$

### 3.4.1 Outage Probability

According to the parameters given in Table 3.1, no transmission takes place when the received SNR falls in region 0 . The probability of such an outage of transmission is given by

$$
\begin{equation*}
P_{\text {out }}=\operatorname{Pr}\left(\gamma_{0} \leq \gamma<\gamma_{1}\right)=\delta_{0} . \tag{3.4}
\end{equation*}
$$

By using (3.2) and (3.4), the outage probability for the i.i.d. case can be found as

$$
\begin{equation*}
P_{\text {out }}=1-\sum_{i=0}^{N}\binom{N}{i}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{N-i}\left[\frac{\Gamma\left(m(i+1), \frac{m \gamma_{1}}{\bar{\gamma}}\right)}{\Gamma(m(i+1))}\right] . \tag{3.5}
\end{equation*}
$$

Similarly, by using (3.3) and (3.4), the outage probability for the non-i.i.d. case is found as

$$
\begin{align*}
P_{\text {out }}=1- & \sum_{k=0}^{2^{N}-1} \operatorname{Pr}\left(\underline{\mathbf{b}}_{k}\right)\left[\sum_{j=1}^{m_{s, d}} \frac{\Delta_{j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left[\Gamma\left(j, \frac{m_{s, d} \gamma_{1}}{\bar{\gamma}_{s, d}}\right)\right]\right.  \tag{3.6}\\
+ & \left.\sum_{i=1, b_{i} \neq 0}^{N} \sum_{j=1}^{m_{i, d}} \frac{\Psi_{i j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left[\Gamma\left(j, \frac{m_{i, d} \gamma_{1}}{\bar{\gamma}_{i, d}}\right)\right]\right] .
\end{align*}
$$

### 3.4.2 Average Spectral Efficiency

The average spectral efficiency achieved by the system can be expressed as the sum of the data rates $b_{n}$ in each region weighted by the MSP of each region, which is $[15,52,58]$

$$
\begin{equation*}
\frac{R}{B}=\frac{1}{\tilde{N}+1} \sum_{n=1}^{K-1} b_{n} \delta_{n} \tag{3.7}
\end{equation*}
$$

where $b_{n}=\log _{2}\left(M_{n}\right)$ is the data rate of the $n^{\text {th }}$ region, $B$ is the bandwidth, $R$ is the average throughput, and $\tilde{N}$ is the average number of DF relay nodes forwarding the source signal to the destination. The division by $(\tilde{N}+1)$ accounts for the fact that transmission takes place by using $(\tilde{N}+1)$ orthogonal channels. By using (3.2) and (3.7), the average spectral efficiency for an i.i.d. fading environment can be

Table 3.1: Five-Mode Adaptive $M$-QAM Parameters

| SNR | $n$ | $M_{n}$ | $b_{n}$ | mode |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma_{0} \leq \gamma<\gamma_{1}$ | 0 | 0 | 0 | No Tx |
| $\gamma_{1} \leq \gamma<\gamma_{2}$ | 1 | 2 | 1 | BPSK |
| $\gamma_{2} \leq \gamma<\gamma_{3}$ | 2 | 4 | 2 | QPSK |
| $\gamma_{3} \leq \gamma<\gamma_{4}$ | 3 | 16 | 4 | 16-QAM |
| $\gamma_{4} \leq \gamma<\gamma_{5}$ | 4 | 64 | 6 | 64-QAM |

expressed as

$$
\begin{align*}
& \frac{R}{B}=\sum_{n=1}^{K-1} b_{n} \sum_{i=0}^{N} \frac{\binom{N}{i}}{(i+1)}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{N-i} \\
& \times\left[\frac{\Gamma\left(m(i+1), \frac{m \gamma_{n}}{\bar{\gamma}}\right)-\Gamma\left(m(i+1), \frac{m \gamma_{n+1}}{\bar{\gamma}}\right)}{\Gamma(m(i+1))}\right] \tag{3.8}
\end{align*}
$$

Similarly, by using (3.3) and (3.7), the average spectral efficiency for non-i.i.d. fading can be expressed as

$$
\begin{align*}
\frac{R}{B}=\sum_{n=1}^{K-1} b_{n} & \sum_{k=0}^{2^{N}-1} \operatorname{Pr}\left(\underline{\mathbf{b}}_{k}\right)\left[1+\sum_{i=1}^{N} b_{i}\right]^{-1} \\
& \times\left[\sum_{j=1}^{m_{s, d}} \frac{\Delta_{j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left[\Gamma\left(j, \frac{m_{s, d} \gamma_{n}}{\bar{\gamma}_{s, d}}\right)-\Gamma\left(j, \frac{m_{s, d} \gamma_{n+1}}{\bar{\gamma}_{s, d}}\right)\right]\right.  \tag{3.9}\\
& \left.\quad+\sum_{i=1, b_{i} \neq 0}^{N} \sum_{j=1}^{m_{i, d}} \frac{\Psi_{i j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left[\Gamma\left(j, \frac{m_{i, d} \gamma_{n}}{\bar{\gamma}_{i, d}}\right)-\Gamma\left(j, \frac{m_{i, d} \gamma_{n+1}}{\bar{\gamma}_{i, d}}\right)\right]\right] .
\end{align*}
$$

### 3.4.3 Average BER

Since AMQAM is transmitted by using a discrete set of modes, the average BER reflects the bit errors of each individual mode of transmission. The total average bit error rate will depend both on the modulation scheme used in each mode and on the probability that each mode is used for transmission. Hence, the average BER for the five-mode AMQAM scheme is given as $[15,52]$

$$
\begin{equation*}
B E R_{\text {avg }}=\frac{\sum_{n=1}^{K-1} b_{n} P_{n}}{\sum_{n=1}^{K-1} b_{n} \delta_{n}} \tag{3.10}
\end{equation*}
$$

where $P_{n}$ is the BER of the $n$-th transmission mode, which is calculated as

$$
\begin{equation*}
P_{n}=\int_{\gamma_{n}}^{\gamma_{n+1}} P_{M_{n}, Q A M}(\gamma) f_{\gamma_{\text {tot }}}(\gamma) d \gamma . \tag{3.11}
\end{equation*}
$$

$P_{M_{n}, Q A M}$ is the BER of square M-QAM in an AWGN channel, with coherent detection and Gray coding given as [52]

$$
\begin{equation*}
P_{M_{n}, Q A M}=\sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right) \tag{3.12}
\end{equation*}
$$

where $Q(\cdot)$ is the standard Gaussian Q -function defined as $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-z^{2} / 2} d z$, $\gamma$ is the received SNR, and $A_{l}$ and $a_{l}$ are constants particular to the QAM constellation used [52].

By using (2.13), (3.11) and (3.12), the expression for $P_{n}$ can be derived as

$$
\begin{align*}
P_{n}= & \int_{\gamma_{n}}^{\gamma_{n+1}}\left[\sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right)\right]\left[\sum_{i=0}^{N}\binom{N}{i}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{N-i}\right. \\
& \left.\times\left(\frac{m}{\bar{\gamma}}\right)^{m(i+1)} \frac{\gamma^{m(i+1)-1}}{(m(i+1)-1)!} e^{-\frac{m \gamma}{\bar{\gamma}}}\right] d \gamma  \tag{3.13}\\
= & \sum_{i=0}^{N}\binom{N}{i}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{N-i} \\
& \times \frac{\left(\frac{m}{\bar{\gamma}}\right)^{m(i+1)}}{(m(i+1)-1)!} \sum_{l} A_{l} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) \gamma^{m(i+1)-1} e^{-\frac{m \gamma}{\bar{\gamma}}} d \gamma .
\end{align*}
$$

Let

$$
\begin{equation*}
I_{i}\left(a_{l}, \beta, \gamma_{n}, \gamma_{n+1}\right)=\int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) \gamma^{m(i+1)-1} e^{-\beta \gamma} d \gamma \tag{3.14}
\end{equation*}
$$

From our previous work in [15], $I_{i}\left(a_{l}, \beta, \gamma_{n}, \gamma_{n+1}\right)$ can be written in closed form as

$$
\begin{array}{r}
I_{i}\left(a_{l}, \beta, \gamma_{n}, \gamma_{n+1}\right)=\left.Q\left(\sqrt{a_{l} \gamma}\right) \beta^{-i}(i-1)!\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}} \\
-\frac{1}{2} \beta^{-i}(i-1)!\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right.  \tag{3.15}\\
-\sqrt{\frac{a_{l}}{2 \pi}} \sum_{r=0}^{i-1} \frac{\beta^{r}}{r!}\left(a_{l} / 2+\beta\right)^{-r-0.5} \\
\left.\times\left.\Gamma\left(r+0.5,\left(a_{l} / 2+\beta\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}
\end{array}
$$

Hence, by substituting (3.15) into (3.13), the closed form expression for $P_{n}$ can be written as

$$
\begin{align*}
P_{n}= & \sum_{i=0}^{N}\binom{N}{i}\left[\frac{\Gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{i}\left[\frac{\gamma\left(m, \frac{m \gamma_{T}}{\bar{\gamma}}\right)}{\Gamma(m)}\right]^{N-i}  \tag{3.16}\\
& \quad \times \frac{\left(\frac{m}{\bar{\gamma}}\right)^{m(i+1)}}{(m(i+1)-1)!} \sum_{l} A_{l} I_{m(i+1)}\left(a_{l}, m / \bar{\gamma}, \gamma_{n}, \gamma_{n+1}\right) .
\end{align*}
$$

Similarly, by using equations (2.24), (3.11) and (3.15), the closed form expression for $P_{n}$ for the non-i.i.d. case can be derived as

$$
\begin{align*}
& P_{n}=\sum_{k=0}^{2^{N}-1} \operatorname{Pr}\left(\underline{\mathbf{b}}_{k}\right)\left[\sum_{j=1}^{m_{s, d}} \frac{\Delta_{j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left(\frac{m_{s, d}}{\bar{\gamma}_{s, d}}\right)^{j} \sum_{l} A_{l} I_{j}\left(a_{l}, m_{s, d} / \bar{\gamma}_{s, d}, \gamma_{n}, \gamma_{n+1}\right)\right. \\
&\left.+\sum_{i=1, b_{i} \neq 0}^{N} \sum_{j=1}^{m_{i, d}} \frac{\Psi_{i j}\left(\underline{\mathbf{b}}_{k}\right)}{(j-1)!}\left(\frac{m_{i, d}}{\bar{\gamma}_{i, d}}\right)^{j} \sum_{l} A_{l} I_{j}\left(a_{l}, m_{i, d} / \bar{\gamma}_{i, d}, \gamma_{n}, \gamma_{n+1}\right)\right] . \tag{3.17}
\end{align*}
$$

By substituting for $P_{n}$ and $\delta_{n}$ in (3.10) by using (3.2), (3.16) and (3.3), (3.17), the average BER can be obtained for the i.i.d Nakagami and non-i.i.d. Nakagami fading cases, respectively.

### 3.5 Switching Levels for Mode Selection

The operation of the five-mode AMQAM described in Section 3.3 relies heavily on the switching levels used to partition the received SNR into the five regions, one
for each transmission mode. The switching levels are determined so that a QoS constraint is maintained while rate adaptation is performed. We have considered the adaptation policy introduced in [52] where a target BER level is used as the QoS constraint.

We next discuss two types of switching level assignment for the five-mode AMQAM scheme used in the cooperative network: (1) fixed switching levels and (2) optimized switching levels. In both methods, rate adaptation is performed to increase the throughput while satisfying the required target BER level.

### 3.5.1 Fixed Switching Levels

In this method, a fixed set of switching levels is used to partition the received SNR. Each switching level is chosen so that the two modes being separated by the switching level satisfy the BER constraint under AWGN conditions at the SNR value of switching. Particularly, the higher of the two modes should yield a BER approximately equal to the BER target. We have adopted the criteria used in [58] for determining the fixed switching levels:

$$
\begin{align*}
& \gamma_{0}=0 \\
& \gamma_{1}=\left[\operatorname{erfc}^{-1}\left(2 \mathrm{BER}_{0}\right)\right]^{2}, \\
& \gamma_{n}=\frac{2}{3} K_{0}\left(M_{n}-1\right) ; \quad n=2,3, \ldots, K-1,  \tag{3.18}\\
& \gamma_{K}=+\infty,
\end{align*}
$$

where $\mathrm{BER}_{0}$ is the target BER level, $\mathrm{efrc}^{-1}(\cdot)$ is the inverse complementary error function, and $K_{0}=-\ln \left(5 \mathrm{BER}_{0}\right)$.

### 3.5.2 Optimized Switching Levels

The fixed switching level assignment discussed earlier provides an easy method for allocating SNR regions for each transmit mode to operate on. The average BER obtained through this technique is very conservative with respect to the target level, which is discussed in Section 3.6. However, by making further adjustments to the switching levels, the spectral efficiency can be increased while maintaining the BER target.


Figure 3.1: Relationship between optimized switching levels

In [52], Choi and Hanzo showed that the switching levels could be optimally adjusted for a given average SNR so that the total average BER was exactly equal to the target BER level. The optimization was performed so that the average throughput, $\sum_{n=1}^{K-1} b_{n} \delta_{n}$, was maximized under the constraint of $B E R_{\text {avg }}=\mathrm{BER}_{0}$, where $\mathrm{BER}_{0}$ was the target BER level. Here, both the average throughput and the average bit error rate $B E R_{\text {avg }}$ are functions of the average SNR. Since any set of switching levels $s \in \mathbf{S}$ consists of $K-1$ independent variables ( $\gamma_{0}=0$ and $\gamma_{K}=\infty$ are fixed), the optimization process amounts to a $K-1$ dimensional optimization problem under the BER constraint. The results of [52] show that any set of optimized switching levels $\hat{s} \in \mathrm{~S}$ is a function of the first optimized switching level $\hat{\gamma}_{1}$ and is independent of the underlying propagation environment. These results reduce the multi-dimensional optimization problem to a one-dimensional optimization. For the five-mode operation, $(K=5)$, the relationship between $\hat{\gamma}_{1}$ and the rest of the optimized switching levels, $\hat{\gamma}_{2}, \hat{\gamma}_{3}$ and $\hat{\gamma}_{4}$, is given in [52, Fig. 4] and is reproduced in Fig. 3.1 for clarity. The set of optimized switching levels for a particular average SNR $\bar{\gamma}$ and target BER level $\mathrm{BER}_{0}$ is found by solving the constraint function given
by [52]

$$
\begin{equation*}
Y\left(\bar{\gamma} ; \hat{\boldsymbol{s}}\left(\hat{\gamma}_{1}\right)\right)=\sum_{n=1}^{N} b_{n} P_{n}-\mathrm{BER}_{0} \sum_{n=1}^{N} b_{n} \delta_{n}=0, \tag{3.19}
\end{equation*}
$$

where $\hat{\boldsymbol{s}}\left(\hat{\gamma}_{1}\right)$ is the set of optimum switching levels as a function of $\hat{\gamma}_{1}$. A set of optimized switching levels exists only when there is a solution to $Y\left(\bar{\gamma} ; \hat{s}\left(\hat{\gamma}_{1}\right)\right)=0$. By using the relationship between the switching levels given in Fig. 3.1 and the MSP (3.2), (3.3) and the mode-specific BER (3.16), (3.17) and solving for $Y\left(\bar{\gamma} ; \hat{s}\left(\hat{\gamma}_{1}\right)\right)=$ 0 numerically, a unique set of optimized switching levels $\hat{s}$ is found for a given $\bar{\gamma}$. The optimized switching levels derived are presented in Fig. 3.2 and Fig. 3.3 for the i.i.d. and non-i.i.d. channel conditions together with the corresponding fixed switching levels.

### 3.6 Numerical Results

This section presents a comparison of the analytical and simulation results for the performance parameters of Section 3.4. The results for outage probability, mode selection probability, average BER, and achievable spectral efficiency are presented for fixed and optimum switching level assignments. For the i.i.d. Nakagami-m fading case, a two-relay cooperative network is considered with fading parameter $m=2$. In the non-i.i.d. case, a two-relay cooperative network with the following average SNR values and Nakagami fading parameters is considered: $\bar{\gamma}_{s, d}=0.5 \rho$, $\bar{\gamma}_{s, 1}=0.2 \rho, \bar{\gamma}_{s, 2}=0.7 \rho, \bar{\gamma}_{1, d}=0.9 \rho, \bar{\gamma}_{2, d}=0.4 \rho, m_{s, d}=2, m_{s, 1}=1, m_{s, 2}=2$ , $m_{1, d}=3, m_{2, d}=1$ where $\rho$ is average SNR. The decoding threshold $\gamma_{T}$ for the DF cooperative network is set to be 5 dB , and the target BER for rate adaptation is considered to be $\mathrm{BER}_{0}=1 \times 10^{-3}$.

Fig. 3.2 and Fig. 3.3 show the optimized and fixed switching levels for the i.i.d and non-i.i.d. cases. For a small average SNR, the difference between the fixed and the optimized switching levels is fairly small, but the difference progressively increases as the average SNR increases. At a particular SNR value known as the avalanche SNR [52], all the optimum switching levels abruptly reach zero. This event occurs when the BER of the highest order modulation scheme equals the


Figure 3.2: Switching levels for i.i.d. Nakagami- $m$ fading $(m=2)$, for a two relay network.


Figure 3.3: Switching levels for non-i.i.d. Nakagami- $m$ fading and for a two relay network.
target BER, after which adaptation is abandoned, and modulation is performed by using the highest order modulation scheme. The avalanche SNR for the i.i.d. case
is around 19 dB , and for the non-i.i.d. case is 23 dB .


Figure 3.4: Probability of mode selection with fixed switching levels for i.i.d. Nakagami- $m$ fading $(m=2)$, for a two relay network.


Figure 3.5: Probability of mode selection with optimized switching levels for i.i.d. Nakagami- $m$ fading ( $m=2$ ), for a two relay network.

The probability of the transmitter selecting different transmission modes is shown
in Fig. 3.4 and 3.5 for the fixed switching levels and the optimized switching levels for i.i.d. channel conditions. Fig. 3.4 reveals that for fixed switching at a low average SNR, transmission occurs mainly using mode 1 (BPSK) whereas at a high average SNR, the transmitter resorts exclusively to mode 4 ( 64 - QAM) with the highest bit rate. Under this method, for any given average SNR there exists a certain probability of selection, however small it may be, for each mode of transmission. On the other hand, with optimized switching levels, when the average SNR values are less than the avalanche SNR, the variation of the mode selection probabilities with the average SNR is similar to that of the fixed switching method. However, when the average SNR equals the avalanche SNR, all modes, except for the highest one, cease to operate, resulting in their probability of selection to abruptly reach zero. With an average SNR beyond the avalanche SNR, only the highest mode operates. Similar observations were made under non-i.i.d. channel conditions.


Figure 3.6: Average throughput for i.i.d. Nakagami-m fading $(m=2)$, for a two relay network.

The average spectral efficiency is plotted in Fig. 3.6 for the i.i.d. fading case. Optimum switching levels yield higher throughput for an equal average SNR. A performance gain of $2-3 \mathrm{~dB}$ is achieved when optimum switching levels are used


Figure 3.7: Average throughput for a two relay network with non-i.i.d. Nakagami$m$ fading.
as opposed to fixed switching levels. Similar observations can be made under the non-i.i.d. fading conditions, which are shown in Fig. 3.7.


Figure 3.8: Average bit error rate for i.i.d. Nakagami- $m$ fading ( $m=2$ ), for a two relay network.


Figure 3.9: Average bit error rate for a two relay network with non-i.i.d. Nakagami$m$ fading.

Fig. 3.8 provides the average BER performance analysis in i.i.d. fading conditions. The system using the optimized switching levels maintains the target BER requirement until the avalanche SNR is reached, when the adaptive modulation is stopped, and the highest modulation scheme is used for transmission. Under fixed switching levels, the average BER of the five-mode AMQAM is always well below the target BER and hence satisfies the QoS requirement; however, this QoS conformance comes at the cost of sacrificing system performance in the form of the average throughput - see the plots of the average spectral efficiency in Fig. 3.2. Similar results are obtained under non-i.i.d. fading conditions (Fig. 3.9).

The outage probability is depicted in Fig. 3.10 and Fig. 3.11 for the i.i.d and non-i.i.d. cases. The system using optimized switching levels experiences less outage as compared to the system under fixed switching levels.


Figure 3.10: Outage probability for i.i.d. Nakagami- $m$ fading ( $m=2$ ), for a two relay network.


Figure 3.11: Outage probability for a two relay network with non-i.i.d. Nakagami$m$ fading.

### 3.7 Summary

A five-mode AMQAM was considered with a cooperative DF network. The performance metrics required to analyze this rate adaptive system on a cooperative DF
relay network were derived mathematically. The total system was tested for two methods of switching level assignment. The results obtained through simulation and numerically provided a good match and showed that the optimized switching level yielded the best system performance. On the other hand, the fixed switching level assignment provided a more conservative performance in terms of guaranteeing the required QoS .

## Chapter 4

## Rate Adaptation under Cooperative Demodulation

### 4.1 Introduction

The analysis of AMQAM in Chapter 3 was performed for error-free decoding at the relays. MRC at the destination then provides full diversity benefits. However, when the decoding errors at the relays are considered, MRC is no longer the optimal combining technique [59]. The error propagation via relays then leads to a degradation of performance. Hence, different techniques need to be considered for the combining of the signals received at the destination. In this chapter, we investigate the effect of the decoding errors at the relays on the performance of the system ${ }^{1}$.

Chapter 4 is organized as follows. Section 4.2 presents a discussion of cooperative diversity combining techniques. The operation of C-MRC is discussed in detail, and the fitness of a proposed heuristic approximation for the total received SNR is validated by using simulation results. In Section 4.3, a cooperative network using C-MRC together with AMQAM is analyzed. Mathematical expressions are derived for performance metrics (mode selection probability, outage probability, average spectral efficiency and average BER) by using the PDF of the SNR approximation. The analytical expressions and simulation results are compared.

[^2]
### 4.2 Cooperative Demodulation in DF Cooperative Networks

As mentioned before, in DF cooperative networks, the relays demodulate, decode, and retransmit the source signal. Decoding errors at the relays can cause error propagation. The use of MRC to combine the relayed signals at the destination is not optimal in this case. Techniques to optimally demodulate and detect the received signal by considering error propagation via relays are found in the literature. Reference [60] presents a maximal likelihood (ML) optimal detector for BPSK. The authors of [60] also provide a suboptimal combiner termed $\lambda$-MRC due to the complexity of the optimal detector. A piece-wise linear (PL) near-ML decoder is derived for coherent and non-coherent BFSK in [61]. Reference [62] provides a low-complexity method termed cooperative MRC (C-MRC), which tightly lowerbounds the performance of ML detection. Reference [63] presents the product MRC (P-MRC) scheme, which requires a significantly lower signaling overhead than that of C-MRC. Most of these techniques require the destination to have knowledge of the instantaneous CSI or BER at the relays.

### 4.2.1 Cooperative MRC

We have chosen the C-MRC scheme proposed in $[62,64]$ for the cooperative demodulation of the received signals at the destination because of this scheme's low complexity and near-ML performance. Furthermore, the implementation of ML detection for higher-order constellations, considered in our adaptive scheme, becomes exceedingly complicated with the presence of errors at the relays.

The combining of received signals $r_{s, d}$ and $r_{i, d}, i \in\{1, \ldots, N\}$ by using C-MRC is done as follows [62]:

$$
\begin{equation*}
r=w_{s, d} r_{s, d}+\sum_{i=1}^{N} w_{i, d} r_{i, d}, \tag{4.1}
\end{equation*}
$$

where $w_{s, d}$ and $w_{i, d}$ are weights which are functions of $h_{s, d}, h_{s, i}$ and $h_{i, d}$. The weight $w_{s, d}$ is chosen to be $w_{s, d}=h_{s, d}^{*}$ as in the case of MRC. However, for determining
the weight $w_{i, d}$, which has to account for the errors introduced at the relay, the end-to-end equivalent SNR for the path via the $i$ th relay is required. Hence, $w_{i, d}$ is chosen as

$$
\begin{equation*}
w_{i, d}=\frac{\gamma_{e q}}{\gamma_{i, d}} h_{i, d}^{*} \tag{4.2}
\end{equation*}
$$

where $\gamma_{e q}$ is the equivalent one-hop received SNR for the two-hop path via the $i$ th relay. It was shown in $[62,64]$ that $\gamma_{e q}$ is bounded as $\gamma_{\text {min }}-\frac{3.24}{\alpha}<\gamma_{e q} \leq \gamma_{\text {min }}$ where $\gamma_{\text {min }}=\min \left(\gamma_{s, i}, \gamma_{i, d}\right)$ and $\alpha$ is a constant dependent on the modulation scheme. Therefore, we have approximated $\gamma_{e q}$ as

$$
\gamma_{e q} \approx \min \left(\gamma_{s, i}, \gamma_{i, d}\right)
$$

Under this approximation, when $\gamma_{s, i}>\gamma_{i, d}, w_{i, d}$ reverts to conventional MRC, so that $w_{i, d}=h_{i, d}^{*}$; i.e., the combiner is more confident that the symbols arriving from the relay are accurate since the source-to-relay link is of higher quality than the relay-to-destination link. When $\gamma_{s, i}<\gamma_{i, d}$, the combiner has low confidence in the reliability of the symbol arriving at the relay.

The detected symbol at the destination $\hat{x}$ is given as

$$
\begin{equation*}
\hat{x}=\arg \min _{x \in A_{x}}\left|w_{s, d} r_{s, d}+\sum_{i=1}^{N} w_{i, d} r_{i, d}-\left(w_{s, d} h_{s, d}+\sum_{i=1}^{N} w_{i, d} h_{i, d}\right) x\right|^{2}, \tag{4.3}
\end{equation*}
$$

where $A_{x}$ is the set of constellation points or symbols of the constellation considered for transmission. The analysis carried out in [62,64] proves that C-MRC provides full diversity benefits at the destination. However, to use this cooperative demodulation scheme with the proposed AMQAM transmission under an average BER constraint, a relationship is required which links the CSI estimated ( $\gamma_{s, i}, \gamma_{i, d}$ and $\gamma_{s, d}$, with the total instantaneous received SNR at the destination.

### 4.2.2 Approximation for Total received SNR

To use C-MRC in the AMQAM scheme described in Chapter 3, the instantaneous total received SNR at the destination is needed for selecting the appropriate modulation scheme. Under cooperative demodulation schemes such as C-MRC, which


Figure 4.1: BER of 2 relay network under different M-QAM constellations with Nakagami- $m$ fading, $m=2$.
consider the effects of the decoding errors at the relays, the derivation of an analytical closed form expression for the total received SNR appears complicated or intractable. Also, such an expression may essentially be dependent on the modulation scheme used (since the bit errors caused at the relays depend on the modulation scheme employed). Hence, the use of C-MRC would complicate our application, which requires the received SNR to be independent of the modulation scheme, because the SNR is used to determine the transmission and reception mode.

Due to these difficulties in deriving an exact expression for the total received SNR for C-MRC, we have resorted to using an approximation for the received SNR, which is independent of the underlying modulation scheme used. For our analysis


Figure 4.2: BER of 16-QAM for different numbers of cooperating relays with Nakagami- $m$ fading, $m=2$.
of AMQAM by using C-MRC, we have tested heuristic approximations of the received SNR via Monte Carlo simulations by using a trial-and-error approach. Two approximations for the received SNR are

$$
\begin{gather*}
\gamma_{\mathrm{ap} 1}=\max \left(\gamma_{s, d}, \min \left(\gamma_{s, 1}, \gamma_{1, d}\right), \ldots, \min \left(\gamma_{s, N}, \gamma_{N, d}\right)\right) \text { and }  \tag{4.4}\\
\gamma_{\mathrm{ap} 2}=\gamma_{s, d}+\sum_{i=1}^{N} 0.5 \min \left(\gamma_{s, i}, \gamma_{i, d}\right) . \tag{4.5}
\end{gather*}
$$

Simulations were carried out extensively in Rayleigh and Nakagami- $m$ i.i.d. and non-i.i.d. fading environments with different numbers of cooperating DF relays. The decoding at the relays was performed by using ML detection, and the received signals were combined at the destination by using C-MRC according to (4.1), and
symbol detection was performed by using (4.3). Nakagami- $m$ random variables were generated by using the method proposed in [65].

Fig. 4.1 shows the BER curves obtained for a cooperative network (non-adaptive constant rate) consisting of two DF relays under i.i.d. Nakagami-m fading with $m=2$ for different modulation schemes. The BER curves show that $\gamma_{\text {ap } 2}$ given in (4.5) provides a very accurate approximation of the total received SNR at the destination under C-MRC. The performance of the two approximations for different numbers of cooperating relay nodes is illustrated in Fig. 4.2. As the number of relays increase, the accuracy of $\gamma_{\text {ap } 2}$ at the high SNR region increases while $\gamma_{\text {ap } 1}$ serves as a loose lower bound for the received SNR. The BER performance of the comparable AF relay network using MRC is also shown in Fig. 4.1 and 4.2. The BER performance of C-MRC scheme is only slightly less than that of the AF network employing MRC.

Fig. 4.3 depicts the outage probability associated with a two-DF relay cooperative network under 4-QAM transmission. The outage probability for C-MRC was derived by using the BER simulation results and considering a BER-based outage threshold of 0.01 . A BER above this threshold was considered to result in an outage event. The corresponding theoretical C-MRC plot for outage probability was derived by using the approximation for received $\operatorname{SNR} \gamma_{\text {ap } 2}$ and considering an equivalent outage SNR threshold of 7.33 dB ( for 4-QAM, this threshold of 7.33 dB results in a BER of 0.01). Clearly, $\gamma_{\text {ap } 2}$ serves as a good approximation of the received SNR in terms of the outage probability.

From these BER and outage probability results, we take $\gamma_{\text {ap } 2}$ to be an accurate representation of the total received SNR with C-MRC.

### 4.3 Analysis of Adaptive M-QAM by using Cooperative MRC

The system model used for the analysis is similar to the model described in Chapter 2, Section 2.3.2. However, in this analysis under C-MRC, we consider all DF relays to be participating in the decoding of signals as opposed to considering a subset


Figure 4.3: Outage probability for 4 - QAM, with i.i.d. Nakagami- $m$ fading, $m=2$, two relay network.
of relays which have a received SNR above a particular threshold. We use this approach because the diversity benefits received under C-MRC amidst decoding errors will maximize when the participation of the cooperating relays is increased. We consider i.i.d. Nakagami- $m$ fading channels for the analysis. For simplicity, we use the rate adaptation scheme employing fixed switching levels as in Section 3.5.1.

For the analysis of C-MRC under the five-mode AMQAM, $\gamma_{\text {ap } 2}$ will be used to approximate the total received SNR at the destination. Therefore, the total received SNR at the destination is

$$
\begin{equation*}
\gamma_{\mathrm{tot}} \approx \gamma_{s, d}+\sum_{N}^{i=1} 0.5 \min \left(\gamma_{s, i}, \gamma_{i, d}\right) \tag{4.6}
\end{equation*}
$$

The PDF of the approximation for $\gamma_{\text {tot }}$ is derived in Appendix B. By using PDF (B.7), the performance parameters described in Section 3.4 can be derived as follows.

## Mode Selection Probability

This is the probability that the received SNR falls in the $n$th partition, resulting in the use of the $n$th mode for transmission at the transmitter. By using the PDF (B.7) in (3.1), the MSP can be derived as

$$
\begin{align*}
\delta_{n}= & \frac{\Gamma^{N}(2 m)}{2^{2 N(m-1)} m^{N} \Gamma^{2 N}(m)}\left\{\sum_{r=1}^{m} \Lambda_{r}\left[\frac{\Gamma\left(r, \frac{m \gamma_{n}}{\bar{\gamma}}\right)-\Gamma\left(r, \frac{m \gamma_{n+1}}{\bar{\gamma}}\right)}{\Gamma(r)}\right]\right. \\
& \left.+\sum_{t=1}^{N(2 m-1)} \Omega_{t}\left[\frac{\Gamma\left(t, \frac{4 m \gamma_{n}}{\bar{\gamma}}\right)-\Gamma\left(t, \frac{4 m \gamma_{n+1}}{\bar{\gamma}}\right)}{\Gamma(t)}\right]\right\}, \tag{4.7}
\end{align*}
$$

where $\Lambda_{r}$ and $\Omega_{t}$ are given in (B.5) and (B.6), respectively.

## Outage Probability

When the SNR falls below the first switching level of $\gamma_{1}$, the transmitter selects the no transmit mode. The probability of the outage event caused by this selection can be found by using (3.4) as
$P_{\text {out }}=1-\frac{\Gamma^{N}(2 m)}{2^{2 N(m-1)} m^{N} \Gamma^{2 N}(m)}\left\{\sum_{r=1}^{m} \Lambda_{r} \frac{\Gamma\left(r, \frac{m \gamma_{1}}{\bar{\gamma}}\right)}{\Gamma(r)}+\sum_{t=1}^{N(2 m-1)} \Omega_{t} \frac{\Gamma\left(t, \frac{4 m \gamma_{1}}{\bar{\gamma}}\right)}{\Gamma(t)}\right\}$.

## Average Spectral Efficiency

The average spectral efficiency can be derived by substituting for $\delta_{n}$ in (3.7) by using (4.7):

$$
\begin{align*}
\frac{R}{B}= & \frac{\Gamma^{N}(2 m)}{2^{2 N(m-1)} m^{N} \Gamma^{2 N}(m)(N+1)} \\
& \times \sum_{n=1}^{K-1} b_{n}\left\{\sum_{r=1}^{m} \Lambda_{r}\left[\frac{\Gamma\left(r, \frac{m \gamma_{n}}{\bar{\gamma}}\right)-\Gamma\left(r, \frac{m \gamma_{n+1}}{\bar{\gamma}}\right)}{\Gamma(r)}\right]\right. \\
& \left.\quad+\sum_{t=1}^{N(2 m-1)} \Omega_{t}\left[\frac{\Gamma\left(t, \frac{4 m \gamma_{n}}{\bar{\gamma}}\right)-\Gamma\left(t, \frac{4 m \gamma_{n+1}}{\bar{\gamma}}\right)}{\Gamma(t)}\right]\right\} . \tag{4.9}
\end{align*}
$$

Here, $\hat{N}$ in equation (3.7) is equal to $N$ since all DF relays are cooperating to forward the source signal to the destination.

## Average Bit Error Rate

The average BER can be calculated by using (3.10), where $P_{n}$, the mode-specific BER, is found to be (4.10) by using the equations (3.11), (3.15) and the PDF given in (B.7):

$$
\begin{align*}
P_{n}= & \frac{\Gamma^{N}(2 m)}{2^{2 N(m-1)} m^{N} \Gamma^{2 N}(m)}\left[\sum_{r=1}^{m} \frac{\Lambda_{r}}{(r-1)!}\left(\frac{m}{\bar{\gamma}}\right)^{r} \sum_{l} A_{l} I_{r}\left(a_{l}, m / \bar{\gamma}, \gamma_{n}, \gamma_{n+1}\right)\right. \\
& \left.\quad+\sum_{t=1}^{N(2 m-1)} \frac{\Omega_{t}}{(t-1)!}\left(\frac{4 m}{\bar{\gamma}}\right)^{t} \sum_{l} A_{l} I_{t}\left(a_{l}, 4 m / \bar{\gamma}, \gamma_{n}, \gamma_{n+1}\right)\right] \tag{4.10}
\end{align*}
$$

### 4.3.1 Numerical Results



Figure 4.4: Outage probability, with i.i.d. Nakagami- $m$ fading, $m=2$, two relay network.

The results from the analytical equations derived from the approximation of the received SNR and the simulation results are compared. Simulations were performed on a system consisting of 2 DF cooperative relays where all channels are modeled as i.i.d. Nakagami- $m$ with $m=2$. Numerical results were also obtained for a comparable AF cooperative network and the adaptive DF cooperative network (with i.i.d. channels) discussed in Section 2.3.2, by using semi-analytical methods.

Fig. 4.4 shows the outage probability curves of the different systems. The outage performance under the C-MRC method is slightly less than the performances of the other systems. The best performance is attained with the AF relays with MRC diversity combining. The average spectral efficiency is depicted in Fig. 4.5. Both the C-MRC method and the AF MRC system perform equally well, while the adaptive DF system performs the best, where a performance gain of 2.5 dB to 3 dB in the average SNR is achieved for a given average spectral efficiency. For both the outage probability and average spectral efficiency, the simulation results and theoretical values of the C-MRC system match well. The outage probability and the average data rate depend on the criteria used for selecting the transmission modes at the transmitter. Since the approximation of the received SNR (4.5) was used as the basis for selecting the transmission modes, the theoretical values derived by using (4.5) should closely match the simulated values.


Figure 4.5: Average spectral efficiency, with i.i.d. Nakagami- $m$ fading, $m=2$, two relay network.

The average BER performance curves of the system using C-MRC are shown in Fig. 4.6. Except for the initial part of the BER curves, the simulation results stay below the BER QoS constraint of $1 \times 10^{-3}$. The theoretical curve gives a lower aver-
age BER than the simulation results. Furthermore, the gap between the theoretically approximated BER and the simulated BER has increased for rate adaptive transmission, unlike the case for the fixed rate transmission discussed in Subsection 4.2.2. However, for non-adaptive fixed rate transmission, the average BER is obtained by averaging the instantaneous BER values over all possible channel conditions for a particular fixed modulation scheme, but in the rate adaptive scheme simulated here, the instantaneous BER corresponding to the higher modulation schemes will always correspond to favorable channel conditions while the instantaneous BER of the lower modulation schemes will always relate to poor channel conditions, due to the switching levels employed. Hence, we can see that the accuracy of the approximation of the total received SNR under C-MRC decreased when the rate adaptive transmission was considered. This conclusion is further supported by the observation that for higher SNR values, above 25 dB , the simulation and theoretical curves overlap and show a good match, where the transmitter selects the highest mode with a very high probability (a very low probability of switching to lower modes at high average SNR values). In the high SNR region, since the transmitter operation is similar to that of a non-adaptive fixed rate transmitter, the simulation and theoretical results are in accordance, as opposed to the results in the lower SNR regions where adaptation is employed. The average BER curve obtained with 64-QAM by using C-MRC is also given in the figure. For high SNR values, all curves show the same diversity order. Fig. 4.7 shows a comparison of the BER performance under fixed switching levels of the different types of cooperative networks discussed so far.

### 4.4 Summary

This chapter considered the effect of the decoding errors at the cooperating relays on the rate adaptive transmission used in cooperative DF networks. These decoding errors are accounted for in the final result observed at the destination receiver through the use of cooperative demodulation and symbol detection. The different cooperative demodulation, detection, and diversity-combining techniques available


Figure 4.6: Average BER for system using C-MRC, with i.i.d. Nakagami- $m$ fading, $m=2$, two relay network.


Figure 4.7: Comparison of Average BER in different cooperative systems with i.i.d. Nakagami- $m$ fading, $m=2$, two relay network.
in the literature were discussed, and C-MRC was chosen for our analysis due to its simplicity and near-ML performance. A heuristic approximation of the received

SNR was obtained through simulations. The results show that the rate adaptive system with C-MRC maintained the desired QoS constraint. The performance of other cooperative systems were compared with those of the C-MRC system. When compared to the Adaptive DF system discussed in Chapter 3 where error-free decoding was assumed (with a decoding SNR threshold), the system under C-MRC showed a reduction in average spectral efficiency for a given average SNR due to the presence of decoding errors at the relays.

## Chapter 5

## Conclusions

This thesis focused mainly on DF cooperative networks with rate adaptive transmission. The purpose of this research was to observe how the integration cooperative diversity and adaptive transmission affects system performance. As stated in Chapter 1 , both of these techniques are used in either combating the detrimental effects of the wireless channel or in exploiting the inherent nature of the channel, in order to improve the overall system performance.

In Chapter 2, analytical expressions for the channel capacity of DF and AF cooperative networks were derived. By using these expressions, the channel capacity for the rate adaptive transmission with a cooperative network was derived. Our results show that DF cooperative networks achieved a bigger capacity than that of AF cooperative networks. However, these favorable results were obtained under the ideal assumption that the symbol decoding at the relays is error-free.

In Chapter 3, a constant power rate adaptive transmission scheme was implemented by using a discrete set of transmission modes comprised of square M-QAM constellations under a BER QoS constraint. The proposed DF cooperative system was tested by using this rate adaptive scheme. The system performance was investigated under two types of switching level assignments. By comparing the theoretical values and simulation results from the performance metrics (outage probability, mode selection probabilities, average spectral efficiency, average BER), it was established that the optimal switching level assignment provided a better performance than that of the fixed switching assignment; e.g., gains of 2-3dB in the SNR were
observed for a given average spectral efficiency. However, fixed switching proved to be a simple method for assigning transmission modes and resulted in maintaining a conservative QoS level.

The effect of the errors in symbol decoding at the cooperative relays was investigated in Chapter 4. Different cooperative demodulation and detection techniques were discussed to account for the errors at relays. Cooperative-MRC was used to analyze the performance of the cooperative network under rate adaptation due to its simplicity of implementation and near-maximal likelihood performance. Due to the complications involved in deriving an exact expression for the total received SNR at the destination receiver by using the C-MRC technique, an accurate approximation of the received SNR was proposed. This approximation provided an accurate match to the simulation results obtained for the BER and outage probability of the fixed rate cooperative DF networks. However, the accuracy decreased when this approximation was used with rate adaptive systems. The performance of the DF cooperative system under C-MRC was almost as good as that under a comparable AF cooperative system. The decoding errors at the DF relays reduced the system performance when compared with the performance of the ideal DF cooperative network used in Chapter 3. A reduction of 2.5 to 3 dB was observed in the average SNR for a given average spectral efficiency due to the presence of the decoding errors at the relays.

### 5.1 Future Research Directions

This thesis work provides a foundation for further research on several interesting topics that were not addressed in our analysis of adaptive transmission with cooperative networks. In the analysis of the adaptive system, it was assumed that the feedback channel is ideal, with zero delay and zero error probability. The effect of non-zero delay and non-zero error probability is to reduce the throughput of the adaptive system. Further performance analysis is required to quantify the impact of the feedback channel imperfections on the system performance. The cooperative demodulation and detection of signals and the estimation of the total received SNR
at the destination relies mainly on the accuracy of the CSI estimation. Therefore, the effect of the CSI estimation errors on the overall system performance of the cooperative network also requires further research.
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## Appendix A

## Derivation of PDF of the received SNR for AF Cooperative Network

## A. 1 PDF for AF Relay Network with i.i.d. Nakagami$m$ Fading

Eq. (2.7) gives the upper bound of the total received SNR at the destination $\gamma_{u b}$. Since since $\gamma_{i}$ and $\gamma_{s, d}$ are independent, the MGF of $\gamma_{u b}$ can be expressed as

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=M_{\gamma_{s, d}}(s) \prod_{i=1}^{N} M_{\gamma_{i}}(s) \tag{A.1}
\end{equation*}
$$

Since $\gamma_{s, d}$ is Gamma distributed with shape parameter $m$ and scale parameter $\bar{\gamma} / m, M_{\gamma_{s, d}}(s)$ can be written as

$$
\begin{equation*}
M_{\gamma_{s, d}}(s)=(1+\bar{\gamma} / m s)^{-m} . \tag{A.2}
\end{equation*}
$$

It is shown in [46] that for i.i.d. Nakagami- $m$ fading, the MGF for the $i$-th branch can be written as

$$
\begin{equation*}
M_{\gamma_{i}}(s)=\left(\frac{m}{\bar{\gamma}}\right)^{2 m} \frac{\Gamma(2 m)}{m \Gamma^{2}(m)} \frac{2}{(2 m / \bar{\gamma}+s)^{2 m}} \times{ }_{2} F_{1}\left(1,2 m ; m+1 ; \frac{m / \bar{\gamma}+s}{2 m / \bar{\gamma}+s}\right), \tag{A.3}
\end{equation*}
$$

where ${ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)$ is the hypergeometric function defined in [66, 9.100].
By using the transform of $[66,9.131]$

$$
\begin{equation*}
{ }_{2} F_{1}\left(1,2 m ; m+1 ; \frac{m / \bar{\gamma}+s}{2 m / \bar{\gamma}+s}\right)=\frac{2 m / \bar{\gamma}+s}{m / \bar{\gamma}}{ }_{2} F_{1}\left(1,1-m ; m+1 ;-\frac{m / \bar{\gamma}+s}{m / \bar{\gamma}}\right) \tag{A.4}
\end{equation*}
$$

and by using the properties of [66, 9.100] for $\beta<0$, the hypergeometric series can be written as

$$
\begin{equation*}
{ }_{2} F_{1}\left(1,1-m ; m+1 ;-\frac{m / \bar{\gamma}+s}{m / \bar{\gamma}}\right)=\sum_{k=0}^{m-1} a_{k}\left(-\frac{m / \bar{\gamma}+s}{m / \bar{\gamma}}\right)^{k}, \tag{A.5}
\end{equation*}
$$

where $a_{k}$ are the hypergeometric coefficients give as

$$
\begin{align*}
& a_{0}=1 \\
& a_{k}=\frac{(1-m)(2-m) \ldots(k-m)}{(m+1)(m+2) \ldots(m+k)} . \tag{A.6}
\end{align*}
$$

By substituting (A.5) into (A.4) and then into (A.3), the MGF can be written as

$$
\begin{equation*}
M_{\gamma_{i}}(s)=\left(\frac{m}{\bar{\gamma}}\right)^{2 m} \frac{\Gamma(2 m)}{m \Gamma^{2}(m)} \frac{2}{(2 m / \bar{\gamma}+s)^{2 m}} \frac{2 m / \bar{\gamma}+s}{m / \bar{\gamma}} \sum_{k=0}^{m-1} a_{k}\left(-\frac{m / \bar{\gamma}+s}{m / \bar{\gamma}}\right)^{k} \tag{A.7}
\end{equation*}
$$

By using (A.1), the MGF of the effective SNR is

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=\left[1+\frac{\bar{\gamma}}{m} s\right]^{-m}\left[\left(\frac{m}{\bar{\gamma}}\right)^{2 m-1} \frac{\Gamma(2 m)}{m \Gamma^{2}(m)} \frac{2}{(2 m / \bar{\gamma}+s)^{2 m-1}} \sum_{k=0}^{m-1} a_{k}\left(-\frac{m / \bar{\gamma}+s}{m / \bar{\gamma}}\right)^{k}\right]^{N} . \tag{A.8}
\end{equation*}
$$

By re-arranging (A.8) and simplifying, the MGF can be written as

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=\frac{\Gamma^{N}(2 m)(0.5)^{2 N(m-1)}}{m^{N} \Gamma^{2 N}(m)\left[1+\frac{\bar{\gamma}}{m} s\right]^{m}\left[1+\frac{\bar{\gamma}}{2 m} s\right]^{N(2 m-1)}}\left[\sum_{k=0}^{m-1} a_{k}(-1)^{k}\left(1+\frac{\bar{\gamma}}{m} s\right)^{k}\right]^{N} \tag{A.9}
\end{equation*}
$$

First, the numerator can be written as follows by using binomial expansion:

$$
\begin{align*}
{\left[\sum_{k=0}^{m-1} a_{k}(-1)^{k}\left(1+\frac{\bar{\gamma}}{m} s\right)^{k}\right]^{N} } & =\left[\sum_{k=0}^{m-1} a_{k}(-1)^{k} \sum_{l=0}^{k}\binom{k}{l}\left(\frac{\bar{\gamma}}{m} s\right)^{l}\right]^{N} \\
& =\left[\sum_{j=0}^{m-1} u_{j}\left(\frac{\bar{\gamma}}{m} s\right)^{j}\right]^{N} \tag{A.10}
\end{align*}
$$

where $u_{j}$ are defined as

$$
\begin{equation*}
u_{j}=\sum_{i=j}^{m-1} a_{i}(-1)^{i}\binom{i}{j} . \tag{A.11}
\end{equation*}
$$

By using a power series raised to power [66, 0.314]

$$
\begin{equation*}
\left[\sum_{j=0}^{m-1} u_{j}\left(\frac{\bar{\gamma}}{m} s\right)^{j}\right]^{N}=\sum_{j=0}^{N(m-1)} v_{j}\left(\frac{\bar{\gamma}}{m} s\right)^{j} \tag{A.12}
\end{equation*}
$$

where

$$
\begin{align*}
& v_{0}=u_{0}^{N} \\
& v_{j}=\frac{1}{j u_{0}} \sum_{r=1}^{j}(r N-j+r) u_{r} v_{j-r}, \tag{A.13}
\end{align*}
$$

and by substituting back into the MGF of (A.9), we get

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=(0.5)^{2 N(m-1)} \frac{\Gamma^{N}(2 m)}{m^{N} \Gamma^{2 N}(m)} \frac{\sum_{j=0}^{N(m-1)} v_{j}\left(\frac{\bar{\gamma}}{m} s\right)^{j}}{\left[1+\frac{\bar{\gamma}}{m} s\right]^{m}\left[1+\frac{\hat{\gamma}}{2 m} s\right]^{N(2 m-1)}} . \tag{A.14}
\end{equation*}
$$

By using partial fractions, (A.14) can be rewritten as

$$
\begin{equation*}
M_{\gamma_{u b}}(s)=(0.5)^{2 N(m-1)} \frac{\Gamma^{N}(2 m)}{m^{N} \Gamma^{2 N}(m)}\left[\sum_{r=1}^{m} \Delta_{r}\left(1+\frac{\bar{\gamma}}{m} s\right)^{-r}+\sum_{t=1}^{N(2 m-1)} \Psi_{t}\left(1+\frac{\bar{\gamma}}{2 m} s\right)^{-t}\right] \tag{A.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{r}=\frac{\left(\frac{\bar{\gamma}}{m}\right)^{(r-m)}}{(m-r)!} \frac{\partial^{m-r}}{\partial s^{m-r}}\left[\sum_{j=0}^{N(m-1)} v_{j}\left(\frac{\bar{\gamma}}{m} s\right)^{j}\left[1+\frac{\bar{\gamma}}{2 m} s\right]^{-N(2 m-1)}\right]_{s=-m / \bar{\gamma}} \tag{A.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{t}=\frac{\left(\frac{\bar{\gamma}}{2 m}\right)^{(t-N(2 m-1))}}{(N(2 m-1)-t)!} \frac{\partial^{N(2 m-1)-t}}{\partial s^{N(2 m-1)-t}}\left[\sum_{j=0}^{N(m-1)} v_{j}\left(\frac{\bar{\gamma}}{m} s\right)^{j}\left[1+\frac{\bar{\gamma}}{m} s\right]^{-m}\right]_{s=-2 m / \bar{\gamma}} \tag{A.17}
\end{equation*}
$$

By taking the inverse Laplace transform of $M_{\gamma_{u b}}(s)$ in (A.15) and using the fact that $\mathcal{L}^{-1}\left\{(1+a s)^{-k}\right\}=\frac{1}{(k-1)!a^{k}} x^{k-1} e^{-\frac{x}{a}}$, the PDF of $\gamma_{u b}$ is computed as follows:

$$
\begin{gather*}
f_{\gamma_{u b}}(\gamma)=\frac{\Gamma^{N}(2 m)}{m^{N} \Gamma^{2 N}(m) 2^{2 N(m-1)}}\left[\sum_{r=1}^{m} \frac{\Delta_{r}}{(r-1)!}\left(\frac{m}{\bar{\gamma}}\right)^{r} \gamma^{r-1} e^{\frac{-\gamma m}{\gamma}}\right. \\
\left.\quad+\sum_{t=1}^{N(2 m-1)} \frac{\Psi_{t}}{(t-1)!}\left(\frac{2 m}{\bar{\gamma}}\right)^{t} \gamma^{t-1} e^{\frac{-\gamma 2 m}{\gamma}}\right] \tag{A.18}
\end{gather*}
$$

## A. 2 PDF for AF Relay Network with non-i.i.d. Nakagamim Fading

The PDF can be found by using a similar technique to that used in the case of i.i.d. In [46], for non-i.i.d. Nakagami- $m$ fading, the MGF for the $i$-th branch is written
as

$$
\begin{align*}
M_{\gamma_{i}}(s)= & \left(\frac{m_{s, i}}{\bar{\gamma}_{i, d}}\right)^{m_{s, i}}\left(\frac{m_{i, d}}{\bar{\gamma}_{i, d}}\right)^{m_{i, d}} \frac{\Gamma\left(m_{s, i}+m_{i, d}\right)}{\Gamma\left(m_{s, i}\right) \Gamma\left(m_{s, i}\right)} \frac{1}{\left(m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s\right)^{m_{s, i}+m_{i, d}}} \\
& \times\left[\frac{1}{m_{s, i}}{ }_{2} F_{1}\left(1, m_{s, i}+m_{i, d} ; m_{s, i}+1 ; \frac{m_{s, i} / \bar{\gamma}_{s, i}+s}{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}\right)\right. \\
& \left.+\frac{1}{m_{i, d}}{ }_{2} F_{1}\left(1, m_{s, i}+m_{i, d} ; m_{i, d}+1 ; \frac{m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}\right)\right] . \tag{A.19}
\end{align*}
$$

By using the transform [66, 9.131], the first hypergeometric function in (A.19) can be written as

$$
\begin{align*}
& { }_{2} F_{1}\left(1, m_{s, i}+m_{i, d} ; m_{s, i}+1 ; \frac{m_{s, i} / \bar{\gamma}_{s, i}+s}{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}\right)= \\
& {\left[\frac{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{i, d} / \bar{\gamma}_{i, d}}\right]{ }_{2} F_{1}\left(1,1-m_{i, d} ; m_{s, i}+1 ;-\frac{m_{s, i} / \bar{\gamma}_{s, i}+s}{m_{i, d} / \bar{\gamma}_{i, d}}\right)} \tag{A.20}
\end{align*}
$$

By using the properties of ${ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)[66,9.100]$ for $\beta<0$, the hypergeometric series can be written as

$$
\begin{align*}
{ }_{2} F_{1}\left(1,1-m_{i, d} ; m_{s, i}+1 ;-\frac{m_{s, i} / \bar{\gamma}_{s, i}+s}{m_{i, d} / \bar{\gamma}_{i, d}}\right)= & \sum_{k=0}^{m_{i, d}-1} a_{k}(-1)^{k}\left(\frac{m_{s, i} / \bar{\gamma}_{s, i}+s}{m_{i, d} / \bar{\gamma}_{i, d}}\right)^{k} \\
= & \sum_{k=0}^{m_{i, d}-1} a_{k}(-1)^{k}\left(\frac{m_{s, i} \bar{\gamma}_{i, d}}{m_{i, d} \bar{\gamma}_{s, i}}\right)^{k} \\
& \times\left(1+\frac{\bar{\gamma}_{s, i}}{m_{s, i}} s\right)^{k} \\
= & \sum_{j=0}^{m_{i, d}-1} \mu_{j}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}} s\right)^{j}, \quad \text { (A.21) } \tag{A.21}
\end{align*}
$$

where $a_{k}$ are the hypergeometric coefficients given as

$$
\begin{align*}
& a_{0}=1 \\
& a_{k}=\frac{\left(1-m_{i, d}\right)\left(2-m_{i, d}\right) \ldots\left(k-m_{i, d}\right)}{\left(m_{s, i}+1\right)\left(m_{s, i}+2\right) \ldots\left(m_{s, i}+k\right)} \tag{A.22}
\end{align*}
$$

and where $\mu_{j}$ is defined as

$$
\begin{array}{ll}
\mu_{j}=\sum_{l=j}^{m_{i, d}-1} a_{l}\left(\frac{m_{s, i} \bar{\gamma}_{i, d}}{m_{i, d} \bar{\gamma}_{s, i}}\right)^{l}(-1)^{l}\binom{l}{j} & , j \geq 0 \\
\mu_{j}=0 & , j<0 \tag{A.23}
\end{array}
$$

Similar simplifications can be performed with the second hypergeometric function in (A.19). It can be written as

$$
\begin{align*}
& { }_{2} F_{1}\left(1, m_{s, i}+m_{i, d} ; m_{i, d}+1 ; \frac{m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}\right)=  \tag{A.24}\\
& {\left[\frac{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{s, i}}\right]{ }_{2} F_{1}\left(1,1-m_{s, i} m_{i, d}+1 ;-\frac{m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{s, i} / /_{s, i}}\right),}
\end{align*}
$$

where

$$
\begin{align*}
{ }_{2} F_{1}\left(1,1-m_{s, i} ; m_{i, d}+1 ;-\frac{m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{s, i} / \bar{\gamma}_{s, i}}\right)= & \sum_{k=0}^{m_{s, i}-1} c_{k}(-1)^{k}\left(\frac{m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{s, i} / \bar{\gamma}_{s, i}}\right)^{k} \\
= & \sum_{k=0}^{m_{s, i}-1} c_{k}(-1)^{k}\left(\frac{m_{i, d} \bar{\gamma}_{s, i}}{m_{s, i} \bar{\gamma}_{i, d}}\right)^{k} \\
& \times\left(1+\frac{\bar{\gamma}_{i, d}}{m_{i, d}} s\right)^{k} \\
= & \sum_{j=0}^{m_{s, i}-1} \nu_{j}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}} s\right)^{j}, \quad \text { (A.25) } \tag{A.25}
\end{align*}
$$

and $c_{k}$ are the hypergeometric coefficients give as

$$
\begin{align*}
& c_{0}=1 \\
& c_{k}=\frac{\left(1-m_{s, i}\right)\left(2-m_{s, i}\right) \ldots\left(k-m_{s, i}\right)}{\left(m_{i, d}+1\right)\left(m_{i, d}+2\right) \ldots\left(m_{i, d}+k\right)}, \tag{A.26}
\end{align*}
$$

and where $\nu_{j}$ is defined as

$$
\begin{array}{ll}
\nu_{j}=\sum_{l=j}^{m_{s, i}-1} c_{l}\left(\frac{m_{i, d} \bar{\gamma}_{s, i}}{m_{s, i} \bar{\gamma}_{i, d}}\right)^{l}(-1)^{l}\binom{l}{j} & , j \geq 0 \\
\nu_{j}=0 & , j<0 \tag{A.27}
\end{array}
$$

By substituting (A.20),(A.21),(A.24),(A.25) back into the MGF of (A.19), we get

$$
\begin{align*}
M_{\gamma_{i}}(s)= & \left(\frac{m_{s, i}}{\bar{\gamma}_{s, i}}\right)^{m_{s, i}}\left(\frac{m_{i, d}}{\bar{\gamma}_{i, d}}\right)^{m_{i, d}} \\
& \times \frac{\Gamma\left(m_{s, i}+m_{i, d}\right)}{\Gamma\left(m_{s, i}\right) \Gamma\left(m_{i, d}\right)\left(m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s\right)^{m_{s, i}+m_{i, d}}} \\
& \times\left[\frac{1}{m_{s, i}}\left[\frac{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{i, d} / \bar{\gamma}_{i, d}}\right] \sum_{j=0}^{m_{i, d}-1} \mu_{j}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}} s\right)^{j}\right. \\
& \left.\quad+\frac{1}{m_{i, d}}\left[\frac{m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s}{m_{s, i} / \bar{\gamma}_{s, i}}\right] \sum_{j=0}^{m_{s, i}-1} \nu_{j}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}} s\right)^{j}\right] \\
= & \frac{D_{i}}{\left(m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s\right)^{m_{s, i}+m_{i, d}}}\left[\left(\alpha_{1 i}+\beta_{1 i} s\right) \sum_{j=0}^{m_{i, d}-1} \mu_{j}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}} s\right)^{j}\right. \\
& \left.\quad+\left(\alpha_{2 i}+\beta_{2 i} s\right) \sum_{j=0}^{m_{s, i}-1} \nu_{j}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}} s\right)^{j}\right], \tag{A.29}
\end{align*}
$$

where

$$
\begin{equation*}
D_{i}=\left(\frac{m_{s, i}}{\bar{\gamma}_{s, i}}\right)^{m_{s, i}}\left(\frac{m_{i, d}}{\bar{\gamma}_{i, d}}\right)^{m_{i, d}} \frac{\Gamma\left(m_{s, i}+m_{i, d}\right)}{\Gamma\left(m_{s, i}\right) \Gamma\left(m_{i, d}\right)} \tag{A.30}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\alpha_{1 i}=\frac{\bar{\gamma}_{i, d}}{\bar{\gamma}_{s, i} m_{i, d}}+\frac{1}{m_{s, i}} & \beta_{1 i}=\frac{\overline{\bar{\gamma}}_{i, d}}{m_{s, i} m_{i, d}}  \tag{A.31}\\
\alpha_{2 i}=\frac{\gamma_{s, i}}{\bar{\gamma}_{i, d} m_{s, i}}+\frac{1}{m_{i, d}} & \beta_{2 i}=\frac{\frac{\gamma_{s, i}}{m_{s, i}, m_{i, d}}}{m_{i, l}}
\end{array}
$$

Using [66, 0.316], we see that

$$
\begin{equation*}
\left(a_{0}+a_{1} x\right) \sum_{k=0}^{n} b_{k} x^{k}=\sum_{k=0}^{n+1}\left(a_{0} b_{k}+a_{1} b_{k-1}\right) x^{k} . \tag{A.32}
\end{equation*}
$$

Hence, (A.29) can be re-written as

$$
\begin{align*}
& M_{\gamma_{i}}(s)=\frac{D_{i}}{\left(m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s\right)^{m_{s, i}+m_{i, d}}} \\
& \quad \times\left[\sum _ { j = 0 } ^ { m _ { i , d } } \left\{\left(\alpha_{1 i} \mu_{j}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}}\right)^{j}+\beta_{1 i} \mu_{j-1}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}}\right)^{j-1}\right\} s^{j}\right.\right. \\
&\left.\quad+\sum_{j=0}^{m_{s, i}}\left\{\alpha_{2 i} \nu_{j}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}}\right)^{j}+\beta_{2 i} \nu_{j-1}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}}\right)^{j-1}\right\} s^{j}\right] . \tag{A.33}
\end{align*}
$$

Since $\mu_{k}=0$ for all $k>m_{i, d}-1$, and since $\nu_{k}=0$ for all $k>m_{s, i}-1$,

$$
\begin{align*}
& M_{\gamma_{i}}(s)=\frac{D_{i}}{\left(m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s\right)^{m_{s, i}+m_{i, d}}} \\
& \quad \times\left[\sum _ { k = 0 } ^ { M _ { i } } \left\{\alpha_{1 i} \mu_{k}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}}\right)^{k}+\beta_{1 i} \mu_{k-1}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}}\right)^{k-1}\right.\right. \\
& \left.\left.\quad \quad+\alpha_{2 i} \nu_{k}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}}\right)^{k}+\beta_{2 i} \nu_{k-1}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}}\right)^{k-1}\right\} s^{k}\right] \tag{A.34}
\end{align*}
$$

where $M_{i}=\max \left(m_{s, i}, m_{i, d}\right)$. Finally, the MGF of the $i$-th path relay is

$$
\begin{equation*}
M_{\gamma_{i}}(s)=\frac{D_{i}}{\left(m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s\right)^{m_{s, i}+m_{i, d}}}\left[\sum_{k=0}^{M_{i}} A_{i k} s^{k}\right] \tag{A.35}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{i k}=\alpha_{1 i} \mu_{k}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}}\right)^{k}+\beta_{1 i} \mu_{k-1}\left(\frac{\bar{\gamma}_{s, i}}{m_{s, i}}\right)^{k-1}+\alpha_{2 i} \nu_{k}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}}\right)^{k}+\beta_{2 i} \nu_{k-1}\left(\frac{\bar{\gamma}_{i, d}}{m_{i, d}}\right)^{k-1} . \tag{A.36}
\end{equation*}
$$

By using (A.1), the total MGF of the network is

$$
\begin{align*}
& M_{\gamma_{u b}}(s)=\left(1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right)^{-m_{s, d}} \prod_{i=1}^{N}\left(\frac{m_{s, i}}{\bar{\gamma}_{s, i}}+\frac{m_{i, d}}{\bar{\gamma}_{i, d}}+s\right)^{-\left(m_{s, i}+m_{i, d}\right)} \\
& \times \prod_{i=1}^{N}\left[D_{i} \sum_{k=0}^{M_{i}} A_{i k} s^{k}\right] \\
&=\left(1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right)^{-m_{s, d}} \prod_{i=1}^{N}\left(\frac{m_{s, i}}{\bar{\gamma}_{s, i}}+\frac{m_{i, d}}{\bar{\gamma}_{i, d}}+s\right)^{-\left(m_{s, i}+m_{i, d}\right)} \\
& \times\left[\prod_{i=1}^{N} D_{i}\right]\left[\sum_{j=0}^{M} B_{j} s^{j}\right] \tag{A.37}
\end{align*}
$$

where $M=\sum_{i=1}^{N} M_{i}$ and from [66, 0.316]
$B_{j}=\sum_{k=0}^{j} \sum_{l=0}^{k} \sum_{m=0}^{l} \cdots \sum_{q=0}^{p} \sum_{r=0}^{q} \sum_{s=0}^{t} A_{1 s} A_{2(r-s)} A_{3(q-r)} \cdots A_{(N-2)(l-m)} A_{(N-1)(k-l)} A_{N(j-k)}$.

By using partial fractions, (A.37) can be rewritten as

$$
\begin{align*}
M_{\gamma_{u b}}(s)=\left[\prod_{i=1}^{N} D_{i}\right] & {\left[\sum_{r=1}^{m_{s, d}} \Delta_{r}\left(1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right)^{-r}\right.}  \tag{A.39}\\
& \left.+\sum_{i=1}^{N} \sum_{t=1}^{m_{s, i}+m_{i, d}} \Psi_{t i}\left(m_{s, i} / \bar{\gamma}_{s, i}+m_{i, d} / \bar{\gamma}_{i, d}+s\right)^{-t}\right]
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{r}=\frac{\left(\frac{\bar{\gamma}_{s, d}}{m_{s, d}}\right)^{\left(r-m_{s, d}\right)}}{\left(m_{s, d}-r\right)!} \frac{\partial^{m_{s, d}-r}}{\partial s^{m_{s, d}-r}}\left[\sum_{j=0}^{M} B_{j} s^{j} \prod_{i=1}^{N}\left(\frac{m_{s, i}}{\bar{\gamma}_{s, i}}+\frac{m_{i, d}}{\bar{\gamma}_{i, d}}+s\right)^{-\left(m_{s, i}+m_{i, d}\right)}\right]_{s=-m_{s, d} / \bar{\gamma}_{s, d}} \tag{A.40}
\end{equation*}
$$

and

$$
\begin{align*}
& \Psi_{t i}= \frac{\left(\frac{\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}}{m_{s, i} \bar{\gamma}_{i, d}+m_{i, d} \bar{\gamma}_{s, i}}\right.}{\left(m_{s, i}+m_{i, d}-t\right)!} \frac{\partial^{m_{s, i}+m_{i, d}-t}}{\partial s^{m_{s, i}+m_{i, d}-t}}\left[\sum_{j=0}^{M} B_{j} s^{j}\left[1+\frac{\bar{\gamma}_{s, d}}{m_{s, d}} s\right]^{-m_{s, d}}\right.  \tag{A.41}\\
& \quad \times \prod_{s=-\frac{m_{s, i} \bar{\gamma}_{i, d}+m_{i, d} \bar{\gamma}_{s, i}}{\bar{\gamma}_{s, i}, \bar{\gamma}_{i, d}}}\left(\frac{m_{s, k}}{\bar{\gamma}_{s, k}}+\frac{m_{k, d}}{\bar{\gamma}_{k, d}}+s\right)^{-\left(m_{s, k}+m_{k, d}\right)}
\end{align*}
$$

By taking the inverse Laplace transform of $M_{\gamma_{u b}}(s)$ in (A.39) and using the fact that $\mathcal{L}^{-1}\left\{(1+a s)^{-k}\right\}=\frac{1}{(k-1)!a^{k}} x^{k-1} e^{-\frac{x}{a}}$, the PDF of $\gamma_{u b}$ is calculated as follows:

$$
\begin{align*}
f_{\gamma_{u b}}(\gamma)= & {\left[\prod_{i=1}^{N} D_{i}\right]\left[\sum_{r=1}^{m_{s, d}} \frac{\Delta_{r}}{(r-1)!}\left(\frac{m_{s, d}}{\bar{\gamma}_{s, d}}\right)^{r} \gamma^{r-1} e^{\frac{-\gamma m_{s, d}}{\bar{\gamma}_{s, d}}}\right.}  \tag{A.42}\\
& \left.+\sum_{i=1}^{N} \sum_{t=1}^{m_{s, i}+m_{i, d}} \frac{\Psi_{t i}}{(t-1)!}\left(\frac{m_{s, i} \bar{\gamma}_{i, d}+m_{i, d} \bar{\gamma}_{s, i}}{\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}}\right)^{t} \gamma^{t-1} e^{-\gamma \frac{m_{s, i} \bar{\gamma}_{i, d}+m_{i, d} \bar{\gamma}_{s, i}}{\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}}}\right] .
\end{align*}
$$

## Appendix B

## PDF of the approximation for received SNR under C-MRC scheme

By substituting $s$ by $0.5 s$ in (A.7), the MGF of $0.5 \mathrm{~min}\left(\gamma_{s, i}, \gamma_{i, d}\right)$ can be derived. Therefore, the MGF of the total received SNR given in (4.6) can be written as

$$
\begin{equation*}
M_{\gamma_{\text {tot }}}(s)=M_{\gamma_{s, d}}(s) \prod_{i=1}^{N} M_{\gamma_{i}}(0.5 s) \tag{B.1}
\end{equation*}
$$

Since $\gamma_{s, d}$ is Gamma-distributed with shape parameter $m$ and scale parameter $\bar{\gamma} / m$ , $M_{\gamma_{s, d}}(s)$ can be written as (A.2). Therefore, by using (A.7) and (A.2) with (B.1), we get

$$
\left.\begin{array}{rl}
M_{\gamma_{\text {lot }}}(s)= & {[1}
\end{array}+\frac{\bar{\gamma}}{m} s\right]^{-m}\left[\left(\frac{m}{\bar{\gamma}}\right)^{2 m-1} \frac{\Gamma(2 m)}{m \Gamma^{2}(m)} .\right.
$$

By performing further simplifications similar to those of (A.8) to (A.14), we arrive at

$$
\begin{equation*}
M_{\gamma_{\text {tot }}}(s)=\frac{\Gamma^{N}(2 m)(0.5)^{2 N(m-1)}}{m^{N} \Gamma^{2 N}(m)\left[1+\frac{\bar{\gamma}}{m} s\right]^{m}\left[1+\frac{\bar{\gamma}}{4 m} s\right]^{N(2 m-1)}} \sum_{j=0}^{N(m-1)} \lambda_{j}\left(\frac{\bar{\gamma}}{2 m} s\right)^{j} \tag{B.3}
\end{equation*}
$$

where $\lambda_{j}=\frac{1}{j \delta_{0}} \sum_{r=1}^{j}(r N-j+r) \delta_{r} \lambda_{j-r}$ with $\lambda_{0}=\delta_{0}^{N}$ and $\delta_{j}$ is defined as $\delta_{j}=\sum_{i=j}^{m-1} a_{i}(-1)^{i}\binom{i}{j}$. By using partial fractions, (B.3) can be rewritten as
$M_{\gamma_{\text {oto }}}(s)=\frac{\Gamma^{N}(2 m)}{2^{2 N(m-1)} m^{N} \Gamma^{2 N}(m)}\left[\sum_{r=1}^{m} \Lambda_{r}\left(1+\frac{\bar{\gamma}}{m} s\right)^{-r}+\sum_{t=1}^{N(2 m-1)} \Omega_{t}\left(1+\frac{\bar{\gamma}}{4 m} s\right)^{-t}\right]$,
where

$$
\begin{equation*}
\Lambda_{r}=\frac{\left(\frac{\bar{\gamma}}{m}\right)^{(r-m)}}{(m-r)!} \frac{\partial^{m-r}}{\partial s^{m-r}}\left[\sum_{j=0}^{N(m-1)} \lambda_{j}\left(\frac{\bar{\gamma}}{2 m} s\right)^{j}\left(1+\frac{\bar{\gamma}}{4 m} s\right)^{-N(2 m-1)}\right]_{s=-m / \bar{\gamma}} \tag{B.5}
\end{equation*}
$$

and
$\Omega_{t}=\frac{\left(\frac{\bar{\gamma}}{4 m}\right)^{(t-N(2 m-1))}}{(N(2 m-1)-t)!} \frac{\partial^{N(2 m-1)-t}}{\partial s^{N(2 m-1)-t}}\left[\sum_{j=0}^{N(m-1)} \lambda_{j}\left(\frac{\bar{\gamma}}{2 m} s\right)^{j}\left(1+\frac{\bar{\gamma}}{m} s\right)^{-m}\right]_{s=-4 m / \bar{\gamma}}$
(B.6)

By taking the inverse Laplace transform of $M_{\gamma_{\text {tot }}}(s)$ in (B.4) and using the fact that $\mathcal{L}^{-1}\left\{(1+a s)^{-k}\right\}=\frac{1}{(k-1)!a^{k}} x^{k-1} e^{-\frac{x}{a}}$, the PDF of $\gamma_{\text {tot }}$ is calculated as follows:

$$
\begin{gather*}
f_{\gamma_{\text {tot }}}(\gamma)=\frac{\Gamma^{N}(2 m)}{2^{2 N(m-1)} m^{N} \Gamma^{2 N}(m)}\left[\sum_{r=1}^{m} \frac{\Lambda_{r}}{(r-1)!}\left(\frac{m}{\bar{\gamma}}\right)^{r} \gamma^{r-1} e^{\frac{-\gamma m}{\bar{\gamma}}}\right. \\
\left.\quad+\sum_{t=1}^{N(2 m-1)} \frac{\Omega_{t}}{(t-1)!}\left(\frac{4 m}{\bar{\gamma}}\right)^{t} \gamma^{t-1} e^{\frac{-\gamma 4 m}{\gamma}}\right] . \tag{B.7}
\end{gather*}
$$
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