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Abstract

Regarding the problems of resource allocation in OFDMA-based wireless communica-

tion systems, much of the research effort mainly focuses on finding efficient power con-

trol and subcarrier assignment policies. With systems employing multicast transmission,

the available schemes in literature are not always applicable. Moreover, the existing ap-

proaches are particularly inaccessible in practical systems in which there are a large number

of OFDM subcarriers being utilized, as the required computational burden is prohibitively

high. The ultimate goal of this research is therefore to propose affordable mechanisms to

flexibly and effectively share out the available resources in multicast wireless systems de-

ploying OFDMA technology. Specifically, we study the resource distribution problems in

both conventional and cognitive radio network settings, formulating the design problems

as mathematical optimization programs, and then offering the solution methods. Subop-

timal and optimal schemes with high performance and yet of acceptable complexity are

devised through the application of various mathematical optimization tools such as genetic

algorithm and Lagrangian dual optimization. The noveltiesof the proposed approaches are

confirmed, and their performances are verified by computer simulation with the presenta-

tion of numerical examples to support the findings.
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Chapter 1

Introduction

1.1 Background

In recent years, Orthogonal Frequency Division Multiplexing (OFDM) [1, 2], a multi-

plexing scheme utilized as a digital multi-carrier modulation technique, has become a pop-

ular advanced technology for wideband digital communication and also been considered

a greatly promising candidate for the next generation networks. The basic idea of OFDM

is to divide the transmitted bitstream into many different substreams and send these over

a large number of closely-spaced orthogonal subchannels. Each subchannel can be repre-

sented by one subcarrier, and effectively one substream of data is transmitted through one

subcarrier whereas individual subcarriers are modulated with a conventional modulation

scheme such as Quadrature Amplitude Modulation (QAM) or Phase Shift Keying (PSK)

at a low symbol rate. It should be noted that while the corresponding subchannel band-

width is much less than the total system bandwidth, the totaldata rates achieved by OFDM

maintain similar to conventional single-carrier modulation schemes subject to the same to-

tal bandwidth. The key advantage of employing OFDM over single-carrier schemes is its

ability to easily adapt to severe channel conditions, especially in frequency-selective fad-

ing environments due to multipath propagation, without requiring complex equalization.

This is because OFDM can be realized as transmitting many slowly-modulated narrowband

signals rather than one rapidly-modulated wideband signal. The low symbol rate allows

handling of time-spreading and eliminating inter-symbol interference (ISI) possible since

it is now affordable to provide a guard interval between symbols. Furthermore, OFDM

systems offer high spectral efficiency with an efficient implementation using Fast Fourier

Transform (FFT). All those mentioned advantages have put OFDM forward as a commonly

chosen scheme for wideband communication, whether wireless or over copper wires, used
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Figure 1.1: Orthogonal Frequency Division Multiple Access.

in various applications such as digital television and audio broadcasting, wireless network-

ing and broadband internet access. The ideal structure of anOFDM system is described in

detail in Appendix A.

Being employed for transmitting one bit stream over one communication channel using

one sequence of OFDM symbols, OFDM in its primary form is considered a digital mod-

ulation technique rather than a multi-user channel access scheme. Nevertheless, it can be

combined with multiple access using time, frequency or coding separation of the users. In

Orthogonal Frequency Division Multiple Access (OFDMA), frequency-division multiple

access is achieved by assigning different OFDM subchannelsto different users, provided

that each subchannel is allocated to at most one user at a time(see Fig. 1.1). In effect,

differentiated Quality-of-Service (QoS) is supported by assigning various number of sub-

carriers to different users in a similar fashion as in Code Division Multiple Access (CDMA)

technique, and hence complex packet scheduling or media access control can be avoided.

Importantly, thanks to the independence in the fading channel states of different users, there

is also an opportunity to take advantage of frequency selectivity and perform channel aware

scheduling and resource allocation.

On the other hand, it is known that unicast is the sending of information to one single

destination. As transmission with a unicast service is inherently point-to-point, it becomes

necessary that the source replicates several identical data flows in order to transmit them to

each of the receivers. Accordingly, bandwidth waste is generated. In contrast, broadcast is

used to send the same content to all destinations indiscriminately. This mechanism also re-
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Figure 1.2: Transmission mechanisms.

sults in a waste of resource since it implies transporting the data to all the network stations,

even if the number of receivers wishing to have that content is reduced. A more efficient

way to transmit data is to provide a multicast service in which a single flow of data, origi-

nating from a given source, may be sent simultaneously to several interested receivers. With

multicast, the source sends only one single copy of the data packets to a multicast group

address. The network infrastructure replicates these packages in an intelligent way, direct-

ing the data according to the topology of receivers interested in that piece of information.

When compared with the unicast and broadcast transmissions, multicast counterpart shows

its clear advantages in numerous one-to-many and many-to-many applications such as real-

time audio and video conferences, live concerts, distribution of software, news and market

information, database updating, distance learning, distributed games, and so on. The three

discussed mechanisms are illustrated in Fig. 1.2 and the benefits of employing multicast

transmission are summarized in the following.

• Network performance is optimized through intelligent utilization of network resources

to avoid unnecessary flow replication.

• Services run on multicast are scalable, easily dimensionedand thus allowing appli-

cations to be accessed by a large number of participants.

• Distributed applications are supported.
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• Resource economy can be achieved through the reduction of network load, and sub-

sequently network usage cost.

In wireless multicast, while all users within a multicast group receive the same rate

from the base station (BS), the main issue arises from the mismatch data rates attainable

by individual users of that group whose link conditions are typically asymmetric. If the

BS transmits rate higher than the maximum rate that a user canhandle, that user cannot

decodeanyof the transmitted data at all. Therefore, a conventional approach is to transmit

at the lowest rate of all the users within a group, which is determined by the user with the

worst channel condition. This assures that the multicast services can be provided to all the

subscribed users. On one hand, as all the multicast users within a group receive the same

data rate from the BS, the total sum rate is scaled by the groupsize which is effectively the

number of active users of that group. On the other hand, the lowest transmit rate typically

decreases as the number of users increases because it is based on the least capable user. We,

however, have established that as the number of users in a multi-carrier multicast system

tends to infinity, the ergodic system capacity becomes independent of the group size but

instead depends on the total number of subcarriers (see detailed derivation in Appendix

B). This result confirms that the conventional multicast transmission scheme is, at least,

both practical and beneficial, particularly with the use of multi-carrier transmission as in

OFDM-based wireless networks.

1.2 Motivations and Research Aims

Two important resources in wireless communication are the available spectrum over

which all the users signals may occupy, and the transmitted power budget. While more and

more users desire to utilize the system, the actual system resources remain limited and thus

making the resource allocation problem a very critical and challenging one. In literature,

there are two key approaches to share out the available resources in wireless communication

systems: i) fixed resource allocation, and ii) dynamic resource allocation. A fixed allocation

scheme, such as Time Division Multiple Access (TDMA) or Frequency Division Multiple

Access (FDMA), essentially assigns an independent dimension (time slots or frequency

subchannels) to each individual user in a static manner. However, in a frequency selective

fading environment there are time slots or subchannels leftunused because these experi-

ence highly deep fade and therefore are not power efficient tocarry any information bit.
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As the allocation is fixed regardless of the current channel condition while the fundamental

characteristic of wireless links is being varying, a presetresource distribution algorithm is

certainly not optimal. On the contrary, a dynamic resource allocation method adaptively

shares out the available dimensions to the users according to their respective channel condi-

tions, and thus takes full advantage of channel diversity among users in different locations.

This kind of diversity, commonly known as the “multiuser diversity”, stems from indepen-

dent pathloss and fading of different users. In a particulartime slot or subchannel, although

a certain user may be in deep fade, it is unlikely that all other users also experience bad

channel conditions since fading parameters of different users are mutually independent.

That time slot or subchannel is therefore not wasted as in thefixed allocation, but can be

assigned to the users with good wireless links. By utilizingthe available channel state infor-

mation and also exploiting the multiuser diversity, adaptive resource distribution schemes

can help to substantially enhance the system performance.

Recently, the problem of how to dynamically allocate the radio resources to improve

the performance of OFDMA wireless systems has been the subject of intensive research.

Broadly speaking, the solution methods obtainable in literature can be categorized into two

classes – the margin adaptive and the rate adaptive. The former aims at minimizing the

transmitted power under constraints on the individual user’s data rate and/or bit error rate

(BER) (see, for example, [3]), whereas the objective of the latter is to maximize the data

rate of each user subject to transmitted power constraints and/or user’s data rate (see, for

instance, [4–11]). In literature, these problems have beenstudied for both downlink and

uplink scenarios employing unicast or multicast transmission techniques, each of which

has various system requirements, resulting in very different design formulations and so-

lution methods. It is worth noticing that although much of research efforts have focused

on the resource allocation for unicast OFDMA-based communication systems, many simi-

lar issues concerned with multicast settings remain open and, till now, no practical answer

to these questions has been found. In these multiuser/multigroup scenarios, the problems

involved the joint optimization of the subchannel and powervariable sets are usually Non-

deterministic Polynomial-time hard (NP-hard). As such, itis very likely that a simple appli-

cation of the available solutions will lead to a prohibitively high computational complexity

in most cases, whereas the optimal allocation solutions arealways desired to be attained

within a designated time due to quick variations of wirelesschannels. Indeed, this ob-

servation ascertains the impractical and inaccessible aspects of the existing approaches in
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multicast transmission situations.

Motivated by the shortcomings of the present resolutions, the aim of this thesis work is

to provide accessible mechanisms to effectively distribute resources in a multicast wireless

systems employing OFDMA. In particular, two design problems are investigated and their

corresponding solutions are derived through the applications of Lagrangian duality theory,

dual optimization method and genetic algorithm. First, in the context of a conventional

multicast wireless system deploying OFDMA, we propose three novel efficient resource

allocation schemes that balance the tradeoff between maximizing the total system through-

put and ensuring a flexible and controllable spectrum sharing among different multicast

groups. Specifically, a minimum number of subchannels is guaranteed to be designated

to each group subject to a total power budget at the base station. Second, in a cognitive

radio network setting, we devise a practically optimal resource allocation scheme which

targets at maximizing the expected sum rate of all users in anOFDMA-based multicast

secondary network, while satisfying the tolerable interference level induced to individual

primary users. Remarkably, by defining a rate loss function as well as referring to a risk-

return model, we in this design also take into account the primary user activities or the

OFDM subchannel availability, an important issue which hasnot yet been paid adequate

attention in literature. The proposed solutions to both examined problems are of great flex-

ibility, affordable computational complexity and high performance so as to meet the vital

design requirements in practical systems. Efficiency of therecommended approaches is

verified by computer simulations with the presentation of numerical examples.

1.3 Thesis Outline

The rest of this thesis is organized as follows.

Chapter 2 provides necessary background knowledge on mathematical optimization. Spe-

cial emphases are placed on the Lagrangian duality theory and genetic algorithm,

which shall be utilized as the key tools of analysis throughout this work.

Chapter 3 presents three different efficient resource allocation algorithms for the conven-

tional OFDMA-based multicast systems. By defining the “bandwidth control in-

dices” which guarantee the minimum numbers of OFDM subcarriers to be assigned

to each multicast group, the shares of available spectrum among individual groups

can be flexibly and effectively controlled. The recommendedsolutions are proven to
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achieve high total throughput while their computational complexity is substantially

reduced.

Chapter 4 proposes a resource allocation scheme for an OFDM-based multicast secondary

network, subject to tolerable interference range introduced to primary users as well

as the dynamics of primary users on the available radio spectrum. The proposed

solution, obtained via a dual optimization framework, is claimed to achieve global

optimality with fast computational time in practical systems wherein a large number

of OFDM subcarriers is normally deployed.

Chapter 5 concludes the thesis, summarizing the findings and making recommendations

for possible future work.
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Chapter 2

Optimization Preliminaries

Optimization theory provides significant tools in the field of engineering, particularly in

wireless communications. These tools are specially important for the analysis of theoretical

as well as practical problems and their solutions. Chapter 2therefore presents a foundation

of optimization concepts and techniques used or referred tothroughout this thesis. The

main references for this chapter are [12–16].

Chapter 2 is organized as follows. Section 2.1 serves as an introduction to mathematical

optimization theory. Section 2.2 presents the Lagrangian duality theory and dual optimiza-

tion method. Section 2.3 discusses various concepts of Genetic Algorithm and its particular

application to optimization problems as well. Finally, Section 2.4 summarizes the chapter.

2.1 Mathematical Optimization

Optimization problems occur in the mathematical modeling of a wide spectrum of appli-

cations; for instance, optimal allocation of scarce resources, scheduling, logistics, network

routing, sequence alignment in genomics, portfolio optimization, engineering design opti-

mization and so on. Most optimization problems of practicalinterest can be appropriately

formulated as constrained optimization problems, the formulation of which is described in

the following.

2.1.1 Optimization Problem Formulation

Mathematically, an optimization problem can be expressed in the form [16]

min f0(x) (2.1)

s.t. fi(x) ≤ bi ; i = 1, . . . ,m
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wherex = (x1, . . . , xn) ∈ Rn is the optimization variable,f0 : Rn → R is the objective

(or cost) function, andfi : Rn → R (with i = 1, . . . ,m) are the constraint functions.

Constantsb1, . . . , bm are the bounds for the constraints. If there are no constraints, the

problem is said to be unconstrained.

The set of points for which the objective and all constraint functions are defined, that is,

D =
m
⋃

i=0

domfi

is called the domain of the optimization problem (2.1). A point x ∈ D is feasible if it sat-

isfies the constraintsfi(x) ≤ bi, i = 1, . . . ,m. The problem (2.1) is said to be feasible if

there exists at least one feasible point. Otherwise, it is considered as an infeasible problem.

The optimal valuep∗ of the problem (2.1) is denoted asp∗ and is achieved at an optimal so-

lution x
∗, that is,p∗ = f0(x

∗). If that problem is infeasible, its optimal value is commonly

denoted byp∗ = +∞.

The optimization problem (2.1) is an abstraction of the problem of finding the best pos-

sible choice of a vector inRn from a set of candidate choices. While variablex represents

the choice made, the constraintsfi(x) ≤ bi represent specifications that limit the possi-

ble choices, and the objective valuef0(x) represents the cost of choosingx. An optimal

solutionx
∗ of (2.1) corresponds to a choice, from all the available choices satisfying the

specifications, that has minimum cost.

2.1.2 Solving Optimization Problems

It can be argued that optimization problems are usually difficult to solve, even when

the objective and constraint functions are either known to be or considered to be smooth.

The solution by a single and all-purpose method is both cumbersome and inefficient, as it

may involve some sort of compromise as well as involve highlycomplex computation. It

is even possible that the use of a single and all-purpose method may give no resolution to

the optimization problem at all. Because of all these difficulties, optimization problems are

categorized as belonging to a particular class, where each class is defined by the properties

of the objective and constraint functions of the problems belonging to that class. Solutions

are then developed for each class of problems. Although finding the solutions for most

optimization problems can be challenging, there are in factsome important exceptions. For

a few problem classes (for example, least-squares problems, linear programs, or convex
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optimization), there are effective algorithms that can be employed to reliably solve prob-

lems belonging to those particular classes, even when thoseproblems involve hundreds or

thousands of variables and constraints.

Obviously, a global optimal solution for optimization problems is desirable. However,

finding this global solution is far more difficult than discovering one or even many local op-

timal ones. Whereas an algorithm providing sub-optimalityinvolves lower theoretical and

computational complexity, resulting in many sub-optimal solutions for a particular problem,

these outcomes do not guarantee a global optimal point beingfound [15,17,18]. According

to [15, p. 109], a problem is said to be multi-extremal when ithas many local minimizers

with different objective functions values (so that a local minimizer may fail to be global).

In fact, for some optimization problems, a local optimal solution is equivalent to failure,

since global optimal point is a strict requirement for the correct solution.

Optimization problems can be categorized into two broad classes – constrained and

non-constrained. Intuitively, problems with constraintsare far more difficult to solve than

unconstrained ones. Fortunately, there are many techniques available to remove restric-

tions, hence converting constrained problems into unconstrained ones. Lagrangian duality

method, which will be discussed in the next section, is amongthe most efficient techniques

available.

2.2 Dual Optimization and Lagrangian Duality Theory

The optimization problem (2.1) can be written in standard form as described in [16]

min f0(x) (2.2)

s.t. fi(x) ≤ 0 , i = 1, . . . ,m

hi(x) = 0 , i = 1, . . . , p

with variablex ∈ Rn, inequality constraint functionsfi : Rn → R (wherei = 1, . . . ,m),

and equality constraint functionshi : Rn → R (wherei = 1, . . . , p). The domainD =
⋃m

i=0 domfi ∪
⋃p

i=1 domhi of Problem (2.2) is assumed to be non-empty. The basic

concept of Lagrangian duality is to take the constraints in (2.2) into account by augmenting

the objective function with a weighted sum of the constraintfunctions. The Lagrangian

associated with the problem (2.2) is defined as

L(x,λ,µ) = f0(x) +

m
∑

i=1

λifi(x) +

p
∑

i=1

µihi(x), (2.3)

10



whereλi is the Lagrange multiplier associated with thei-th inequality constraintfi(x) = 0,

andµi is the Lagrange multiplier associated with theith equality constrainthi(x) = 0. The

domain ofL is thenDL = D ×Rn ×Rp.

The optimization variablex is called the primal variable and the vectorsλ andµ are

called the dual variables or Lagrange multiplier vectors associated with the problem (2.2).

The original objective functionf0(x) is termed the primal objective or primal function. The

dual objective or dual functiong(λ,µ) is defined as the minimum value of the Lagrangian

overx; that is, forλ ∈ Rn andµ ∈ Rp,

g(λ,µ) = inf
x∈D

L(x,λ,µ), (2.4)

which is a concave function.

Lower Bound Property: The dual functiong(λ,µ) is a lower bound on the optimal

valuep∗ of the problem (2.2), that is,

min
x

f0(x) ≥ max
λ,µ

g(λ,µ) , with λ ≥ 0. (2.5)

When attempting to solve the primal problem (2.2), one mightconsider finding the best

lower bound of its optimal valuep∗. From the Lower bound property (2.5), it is natural that

the following optimization problem, called the Lagrange dual problem, is then examined

maxλ,µ g(λ,µ) (2.6)

s.t. λ ≥ 0.

The difference between the original problem (2.2) and the dual problem (2.6) is called

the duality gap. Weak duality holds if property (2.5) holds with strict inequality. Strong

duality holds if the equality is satisfied. While weak duality always holds, this is generally

not true for strong duality. However, there are conditions called the constraint qualifications

that guarantee strong duality in the case where the primal problem is a convex optimiza-

tion one1. As well, there also exists non-convex problems that have zero duality gap. In

these instances, solving the primal problem is equivalent to solving the problem (2.6). As

the Lagrange dual problem is always convex regardless of theconvexity of primal prob-

lem, it can be solved very efficiently in practice. In certaincases, closed-form solutions

1A function f : R
n

→ R is convex ifdomf is a convex set and if for allx, y ∈ domf , andθ with
0 ≤ θ ≤ 1, we havef(θx + (1 − θ)y) ≤ θf(x) + (1 − θ)f(y). A convex optimization problem is one of
minimizing a convex function over a feasible set described by a set of inequalities involving convex functions
and a set of linear equality constraints [16].
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can be analytically obtained. However, in general iterative methods such as interior-point

or cutting-plane are usually employed to solve the convex optimization problem (see, for

example, [15,17,19]).

2.2.1 Example: Water-filling Solution via Dual Optimization

In solving engineering optimization problems, solutions involving water-filling struc-

ture are frequently obtained. The application of Lagrange duality theory in finding solutions

for a typical information theory optimization problem is demonstrated in the water-filling

example shown below.

Example 2.2.1 ( [16], Example 5.2)(Channel capacity maximization)

Consider the following:

maxx

n
∑

i=1

log(xi + αi) (2.7)

s.t. x ≥ 0,1T
x = 1

wherex = (x1, . . . , xn)T andαi > 0. This can be viewed as the problem of optimally

allocating transmitted power, as represented byx, to maximize the communication channel

capacity as in the objective function. The constantsαi (with i = 1, 2, . . . , n) represent the

noise variances.

Lagrange multipliersλ ∈ Rn andµ ∈ R (for the inequality constraintsx ≥ 0 and

the equality constraint1T
x = 1 respectively) are now introduced. At optimality ofx, the

Karush–Kuhn–Tucker (KKT) conditions give [16, p. 243]

x ≥ 0, 1
T
x = 1, λ ≥ 0,

λixi = 0, i = 1, . . . , n

− 1
αi+xi

− λi + µi = 0, i = 1, . . . , n.

The slack variableλ can then be eliminated, leaving

x ≥ 0, 1
T
x = 1,

xi(µ− 1
αi+xi

) = 0, i = 1, . . . , n

µ ≥ 1
αi+xi

, i = 1, . . . , n.
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Figure 2.1: Water-filling structure.

Finally, this results in

xi =

{

1
µ − αi if µ < 1

αi
,

0 if µ ≥ 1
αi

.
(2.8)

That is,xi = max(0, 1
µ − αi), whereµ is determined from

n
∑

i=1

max(0,
1

µ
− αi) = 1. (2.9)

In Figure 2.1, the water-filling structure (2.9) is illustrated. There aren patches. The

height of each patchi is αi. The region is flooded to a level1µ which uses a total quantity

of water equal to1. The height of the water above each patch is the optimal valueof xi.

2.3 Genetic Algorithm for Optimization

2.3.1 Overview

Genetic Algorithm (GA) [12–14], categorized as global search heuristics, is a search

technique used to find exact or approximate solutions to bothconstrained and unconstrained

optimization problems. It is based on natural selection, the process driving biological evo-

lution. In brief, the GA is implemented as a computer simulation in which a population of

abstract representations (calledchromosomesor the genotype of the genome) of candidate

solutions (calledindividualsor creatures) to an optimization problem evolves toward better

solutions. Specifically, the evolution usually starts froma population of randomly generated

individuals and happens in generations. The GA repeatedly modifies a population of indi-

viduals through iterations, and, at each iteration, the algorithm randomly picks individuals

from the current population to be parents which are then usedto produce thechildren (or

13



Table 2.1: Comparison of Genetic Algorithm and classical algorithms.

Genetic Algorithm Classical Algorithms

Generates a population of points at each it-
eration. The best point in the population
approaches an optimal solution.

Generates a single point at each iteration.
The sequence of points approaches an op-
timal solution.

Selects the next population by computation
which uses random number generators.

Selects the next point in the sequence by a
deterministic computation.

offsprings) for the next generation. Since the population evolves toward an optimum over

successive generations, a sufficiently good solution to theoptimization problem can finally

be found. When compared to classical derivative-based optimization algorithms, the GA

differs in two main aspects as summarized in Table 2.1.

The attractiveness of GAs comes from their simplicity and elegance as robust search

algorithms as well as from their power to discover good solutions rapidly for difficult high-

dimensional problems. This class of algorithms are particularly useful and efficient when

• The search space is large, complex or even poorly understood.

• It is difficult to encode to narrow the search space.

• No mathematical analysis is available.

• Traditional search methods fail.

For the above reasons, Genetic Algorithm has been employed in numerous applications

in different fields such as machine learning, bioinformatics, economics, chemistry, manu-

facturing, mathematics, physics, and so on.

2.3.2 Basic Operations of Genetic Algorithm

A typical GA is presented in Table 2.2 [12,14] and its detailed operations are explained

in the rest of this section.

While there are many different implementations of the general GA for various problems,

the key of success in the application of GA lies in an effective representation of the solution

domain and also a meaningful fitness function to evaluate thesolution.

• Coding of Individuals: A standard representation of the solution is as an array of

bits. Arrays of other types and structures can be used in essentially the same way. The
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Table 2.2: Outline of a basic Genetic Algorithm.

1. [Start] Generate a random population consistingK chromosomes (that
is, the suitable solutions for the problem)

2. [Fitness] Evaluate the fitnessf(x) of each chromosomex in the popu-
lation

3. [New population] Create a new population by repeating the following
steps until the new population is complete

a. [Selection] Select two parent chromosomes from a population ac-
cording to their fitness (the better fitness, the bigger chance to be
chosen)

b. [Crossover] With a certain crossover probability, cross over the
parents to form a new offspring. If no crossover was performed,
offspring is an exact copy of parents.

c. [Mutation ] With a certain mutation probability, mutate new off-
spring at a position in chromosome

d. [Accepting] Place new offspring in a new population

4. [Replace] Use newly generated population for a further run of the al-
gorithm

5. [Test] If an end condition is met, stop, and return the best solution in
current population

6. [Loop] Go to step 2

main property that makes these genetic representations convenient is that their parts

are easily aligned due to their fixed size, which in turn facilitates simple crossover

operation. Variable length representations are also possible but implementation of

crossover is more complex in this case.

• Fitness Function: Fitness function, a measurement of the quality of the represented

solution, is defined over the genetic representation. In fact, the fitness function is

always problem dependent. For certain instances, it is difficult or even impossible to

define the fitness expression, in which case interactive genetic algorithms are to be

utilized.

Once the genetic representation and the fitness function have been defined, GA pro-

ceeds to initialize a population of solutions randomly, then improve it through repetitive
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application of the following key rules. The reproduction operations of GA are also depicted

in Fig. 2.2.

• Selection Rule: Selection rule determines how individuals are chosen for mating.

If a selection method that picks only the best individual is used, the population will

quickly converge to that individual. Therefore, it is important to design a selector

that is not only biased toward better individuals but also able to pick some that are

not quite as good (but hopefully have some good genetic material in them). Some

of the more common rules include roulette wheel selection (that is, the likelihood of

picking an individual is proportional to the individual’s score), tournament selection

(that is, a number of individuals are picked using roulette wheel selection, then the

best of these is chosen for mating), and rank selection (thatis, pick the best individual

every time). Other selection rules such as stochastic remainder sampling, stochastic

uniform sampling may also be effective.

• Crossover Rule: Crossover is used to combine two parents to form children for

the next generation. Essentially, crossover enables the algorithm to extract the best

genes from different individuals and recombine them into potentially superior off-

springs. Some common rules include one-point or two-point,cut-and-splice and uni-

form crossover.

• Mutation Rule: Mutation applies random changes to individual parents to form chil-

dren. The purpose of mutation in GA is to permit the algorithmto avoid local minima

by preventing the population of individuals from becoming too similar to each other

which, in turn, may slow down or even stop evolution. In this sense, mutation adds to

the diversity of a population and thereby increases the likelihood that the algorithm

will generate individuals with better fitness values.

• Elite Children Rule: If no operation is performed on a parent (likely to be one with

the highest fitness value) and this individual is allowed to automatically survive to the

next generation, then it is called theelite child.

The generational process is repeated until a terminating condition has been reached. Of

which, some popular ones are:

• A solution that satisfies minimum criteria is found.
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Figure 2.2: Reproduction process in Genetic Algorithm.

• Fixed number of generations has reached.

• Allocated budget (for instance, computation time) has beenall spent.

• The highest ranking solution’s fitness has reached a plateausuch that successive iter-

ations no longer produce better results.

• By manual inspection

• Combinations of the above

2.4 Concluding Remarks

In this chapter, we have presented some background knowledge on mathematical opti-

mization, which shall be used as the main analytical tool throughout the thesis. Lagrangian

dual method and genetic algorithm have been introduced withexamples given to illustrate

their operations.
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Chapter 3

Efficient Resource Allocation for
Conventional OFDMA-based
Multicast Wireless Systems

It is apparent that radio spectrum is among the most preciousresources in wireless

communication. As the available spectrum is scarce and wireless channels are dynamic,

resource allocation in multicast systems should be efficient, be able to cope with the channel

variation, and more importantly, be flexible to adjust the level of priority or fairness in terms

of accessible bandwidth provided to individual groups.

Chapter 3, which studies the efficient resource allocation algorithms for conventional

OFDMA-based multicast systems with a controllable mechanism for spectrum sharing, is

organized as follows1. Section 3.1 summarizes related study on the subject and also to high-

light the original contributions of this research work. Section 3.2 formulates the OFDMA-

based multicast resource allocation problem with spectrum-sharing constraints. Sections

3.3 and 3.4 propose the separate optimization and genetic-algorithm-based schemes, re-

spectively. Section 3.5 analyzes computational complexity and also evaluates performance

of the proposed solutions with the support of numerical results. Finally, Section 3.6 con-

cludes the chapter.

1A version of this chapter has been accepted for presentationat the2009 IEEE Radio and Wireless Sym-
posium (RWS’09) held in San Diego, USA [20]. Further development of the results has been accepted for
publication as a regular paper in the IEEE Transactions on Vehicular Technology [21].
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3.1 Introduction

3.1.1 Background

For the uplink from mobile users to the base station (BS) of a conventional OFDMA

wireless system, the study by [8] investigates the sum-ratemaximization problem and de-

rives the necessary optimality conditions, from which a near-optimal joint scheme of sub-

carrier and power allocation is proposed. Specifically, thesubcarrier is assigned by a greedy

algorithm while power is distributed in a water-filling manner. More generalized, refer-

ence [22] deals with the utility maximization problem in which three specific examples,

namely throughput optimization, proportional fairness and max-min fairness, are exam-

ined. Regarding the issue of fairly distributing the available resources to different users,

reference [11] devises a low-complexity algorithm to maximize the sum rate of an OFDMA

uplink, constrained on both individual rate and transmitted powers. Here, the interpreta-

tion of fairness is to assure a minimum target rate to be met with a high probability for all

users including those with bad link conditions. Specifically, the initial subcarrier alloca-

tion designates subcarriers to users whose rates are below the predefined target, and later

the remaining subcarriers are allotted in such a way that thesum rate is enhanced. Once

the subcarrier assignment process is finished, the optimal single-user power allocation is

performed for each user by water-filling over the already determined subcarriers. As for

the uplink of an OFDMA relay-assisted network, the work in [9] considers the subcarrier

assignment problem wherein a certain notion of fairness is achieved by allowing a relay

node is to use/aid only up to a maximum number of subcarriers/sources. The binary integer

program formulated here is first transformed to a linear optimal distribution problem, which

is then solved via graph theory.

For the downlink transmissions from the BS to the mobile users, the proposed algo-

rithm in [3], through the application of the Lagrangian relaxation, solves the formulated

multiuser OFDM margin adaptive problem by relaxing the subchannel assignment binary

variables to take any real value between zero and one. In [5],it has been proven that the

sum capacity is maximized only when each subchannel is assigned to the user with the best

channel gain for that subcarrier, and power is distributed by the water-filling algorithm. On

the other hand, [4] studies the fair max-min problem, in which all users are guaranteed to

eventually achieve a similar rate through maximizing of theworst user’s capacity. A sub-

optimal algorithm is also provided to alleviate the intensive computation required to find
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optimum of the resulting max-min problem. A more general fairness-aware scheme has

been suggested by [6], where a set of proportional fairness constraints is imposed to en-

sure that each user can achieve its required data rate as in systems with QoS guarantees.

Similar to [4], a low-complexity suboptimal algorithm thatseparates the subchannel allo-

cation and the power distribution is proposed because it is too computationally complex to

resolve the constrained non-linear fairness problem. Specifically, subchannel assignment

is first accomplished by applying the algorithm of [4] to achieve coarse fairness. Then,

fine fairness is attained by power allocation which targets at maximizing the sum capacity

while maintaining proportional fairness via an iterative method such as Newton-Ralphson

or quasi-Newton methods. Considering another form of fairness, namely fair bandwidth

distribution among users, the study in [7] recommends an allocation of equal number of

subcarriers to each single user. The total data rate can thenbe maximized via a greedy

algorithm for a given transmitted power constraint and bit error rate (BER) requirements.

In [10], the level of fairness achieved by [7] is further enhanced through swapping the sub-

carriers belonging to the user with the most number of loadedbits to the user with the least.

Examining a fairness-aware dynamic resource allocation for the downlink of a multihop

OFDMA system, the investigation in [23] formulates an optimization problem to maximize

the system capacity while guaranteeing minimum resources for each user. Then, an ef-

ficient heuristic algorithm, which comprises of subchannelallocation, load balancing and

power distribution steps based on the ideas of [4], is proposed. It should be noticed that

the aforementioned approaches requires channel state information made available at the

base station. To further avoid the extensive feedback of channel information from users to

base station, the work in [24] suggests two constant complexity limited-feedback resource

allocation algorithms for the downlink in OFDMA networks, which achieve near-optimal

performance.

When multicast transmission [25, 26] is employed, the studyin [27] proposes a low-

complexity resource allocation scheme to improve the Shannon capacity of the downlink

in an OFDM multicast wireless network. Specifically, each ofthe available subchannels

is assigned to the group with the best channel and the most member users, under the as-

sumption of equal transmitted power, followed by water-filling of the power. In [28], a

low-complexity heuristic algorithm for suboptimally allocating resources of an OFDM mul-

ticast system is proposed to minimize the number of OFDM symbols that each individual

user receives, thus resulting in a reduction of power consumed by the users. Considering the
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downlink transmission of an OFDM-based multicast wirelessnetwork with the assumption

of multiple description coding (MDC), reference [29] solves the power control/bit load-

ing problem for maximum throughput and proportional fairness. To avoid high complexity

required to solve the resulting integer program, a two-stepsuboptimal algorithm is pro-

posed. In particular, subcarriers are assigned assuming constant transmitted power being

distributed to each subcarrier, then bits are loaded to the allocated subcarriers through the

application of a modified Levin-Campello algorithm.

3.1.2 Research Contributions

Since the channel quality of every user in a multicast network may be very different,

the attainable data rate of each multicast stream is usuallyrestricted by the data rate of the

least capable user. Furthermore, the number of users in a multicast group also has a direct

impact on the aggregate data rate that can be achieved by thatgroup. These critical factors

lead to imbalanced opportunities in gaining access into theavailable system resources, such

as bandwidth and power, of individual multicast groups. When the differences in pathloss

and/or size among groups are large, it is likely that the typical adaptive resource alloca-

tion schemes, which try to maximize the system performance,will distribute most of the

available bandwidth (and subsequently power) to the groupswith high equivalent channel

signal-to-noise-ratio (CSNR) and/or with larger user sets, for a significant portion of time.

Consequently, the groups with worse channel conditions and/or with fewer member users

may not be able to access to any available resources at all. Asthe system resources are

valuable but scarce and maximizing total system throughputis not always the only design

priority, the issue of fair resource utilization among multicast groups with diverse CSNR

characteristics and with different group sizes becomes particularly important. The fair allo-

cation of available resources in OFDMA-based systems has been discussed in different con-

texts for both unicast and multicast scenarios, including max-min fairness [4], proportional

rate guarantee [6], minimum bandwidth assurance [23], equal bandwidth distribution [7],

and proportional fairness [29]. However, none of these solutions accounts for a controllable

sharing of the available radio spectrum to flexibly distribute the system resources in wire-

less multicast settings. Motivated by the works in [4, 23], this research work shall address

the above-mentioned shortcoming of existing solutions.

We first provide a new formulation for the resource allocation problem in OFDMA-

based multicast wireless systems that balances the tradeoff between maximizing the total
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throughput and ensuring a flexible and controllable spectrum sharing among different mul-

ticast groups. To this end, by introducing the “bandwidth control indices” which can be

easily regulated, we impose constraints on the minimum numbers of subcarriers to be as-

signed to individual groups. The indices can be adjusted so that the formulated problem

may be cast into the problem of sum rate maximization. More importantly, if a fair band-

width sharing2 among different groups with asymmetric links and diverse group sizes is

desired, the minimum numbers of subcarriers can always be set to proper values which are

determined from the respective channel conditions and sizes of individual groups. On the

one hand, this prevents groups with good channels or with large user sets from greedily

consuming all the available bandwidth. On the other hand, itguarantees that groups with

poorer channel conditions or with smaller group sizes stillhave good opportunities to access

the system resources.

We then propose three novel efficient schemes with low computational complexity to

solve the formulated NP-hard design problem. In the first andsecond schemes, the alloca-

tion is accomplished via separate optimization of subcarriers and transmitted power where,

specifically, subcarriers are assigned based on the assumption of uniform power allocation,

followed by water-filling of the total power over the determined subcarrier assignment. In

the third scheme, which is based on a modified genetic algorithm [12–14], each individual

of the whole population corresponds to a subcarrier allocation, and whose fitness score is

the system throughput computed on the basis of power water-filling procedure. It is shown

that with proper adjustments of the minimum numbers of subcarriers assigned to individual

groups, the proposed solutions provide a more flexibility incontrolling the share of avail-

able radio spectrum given to each group and, at the same time,achieve a very high total sum

rate. Complexity analysis of the proposed approaches is carried out, and their potentials are

thoroughly verified via simulation with the illustration ofnumerical examples.

3.2 System Model and Problem Formulation

Consider a one-cell multicast wireless system employing OFDMA, in which one base

station (BS) transmitsG (downlink) traffic flows, each to one distinct multicast group, over

M subcarriers. Assume that each user receives one traffic flow at a time, hence it belongs

2In this work, “fair bandwidth sharing” means that a certain multicast group deserves some portion of the
total available bandwidth regardless of its link conditionor group size. Also, the terms “bandwidth” and “radio
spectrum” are used interchangeably.
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Figure 3.1: Downlink of an OFDMA multicast system.

to only one multicast group. LetKg and|Kg| (g = 1, · · · , G) denote the user set of group

g and its cardinality, respectively. Since theg-th group is unicast if|Kg| = 1 whereas it is

multicast if |Kg| > 1, the model is valid for both unicast and multicast settings.Clearly,

all the users belong to the setK =
⋃G

g=1 Kg, and|K| =
∑G

g=1 |Kg| is the total number

of users in the system. LetB denote the total system bandwidth and assume that each

subcarrier has an equal bandwidth ofBm = B0 = B/M . A generic system setup is

depicted in Fig. 3.1.

In this work, the resource allocation is accomplished in a centralized manner at the BS,

which has the perfect channel state information (CSI) of allthe users in the systems via

dedicated feedback channels. This is a typical assumption in literature [3, 5, 6]. The BS is

then able to determine the maximum rate at which an individual user can reliably receive

data, as well as the corresponding subcarrier over which thedata shall be transmitted on. It

is known that the maximum attainable rate of userk ∈ Kg on subcarrierm is

rk,m =
B0

B
log2

(

1 +
|hk,m|2Pm

B0N0

)

, (3.1)

wherehk,m represents the channel from the BS to userk on subcarrierm, Pm is the trans-

mitted power allocated to subcarrierm, andN0 is one-sided power spectral density of

additive white Gaussian noise. It is further assumed that the channel conditions remain
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unchanged during the allocation period. This assumption isparticularly valid for slowly-

varying channels where the channel gains do not vary too significantly over time, for exam-

ple, in high data rate systems and/or environments with reduced degrees of mobility.

An attractive feature of wireless multicast is that multicast data can be transmitted from

the BS to multiple mobile users only through a single transmission. However, while all

users within a multicast group receive the same rate from theBS, the main issue arises from

the mismatch data rates attainable by individual users of that group whose link conditions

are typically asymmetric. If the BS transmits rate higher than the maximum rate that a

user can handle, that user cannot decodeany of the transmitted data at all. Therefore,

a conventional approach is to transmit at the lowest rate of all the users within a group,

which is determined by the user with the worst channel condition [27]. This assures that

the multicast services can be provided toall the subscribed users. On the one hand, as

all the multicast users within a group receive the same data rate from the BS, the total

sum rate is scaled by the group size which is effectively the number of active users of that

group. On the other hand, the lowest transmit rate typicallydecreases as the number of

users increases since it is based on the least capable user. Appendix B, however, establishes

that as the number of users in a multi-carrier multicast system tends to infinity, the ergodic

system capacity becomes independent of the group size but depends on the total number

of subcarriers. This result confirms that the conventional multicast transmission scheme is

indeed both practical and beneficial, particularly with theuse of multi-carrier transmission

as in OFDM-based wireless networks.

It is worth pointing out that other approaches such as exploiting the hierarchy in mul-

ticast data with the use of Multi Description Coding are possible (see, for instance, ref-

erence [29]). In this particular approach, a single data source is fragmented into several

independent substreams (called descriptions) arranged ina hierarchy that provides progres-

sive refinement. If only the first (base) description is received by the worst user, that user

can decode the worst quality version. As more descriptions are received by more capable

users, they can combine these descriptions to produce improved quality. However, such

approaches are limited to multimedia (video and audio) applications whereas it may not be

practical to perform partitioning of the data in other applications, for instance, file transfer.

Therefore, MDC approaches are not pursued in this study where, instead, the conventional

approach shall be followed to deal with a more general class of applications. Here, the BS

is enforced to transmit at the lowest rate of all the users within a group, which is determined
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by the user with the smallest channel-to-noise ratio (CSNR). On subcarrierm, let

βg,m = min
k∈Kg

|hk,m|2
B0N0

(3.2)

be the equivalent CSNR of groupg, then the maximum rate at whichall users of groupg

are able to decode the transmitted data is

řg,m =
B0

B
log2(1 + βg,mPm). (3.3)

As all users in a group receive the same rate, the aggregate data rate transmitted to groupg

on subcarrierm is thus

Rg,m =
∑

k∈Kg

řg,m = |Kg| řg,m. (3.4)

The goal of this work is to devise a subcarrier assignment andpower allocation policy

that maximizes the system sum rate of all multicast groups, while satisfying a constraint on

the total transmitted power. Distinct from the existing works, here the important issue of

providing a flexible mechanism to effectively govern the share of the accessible bandwidth

among various multicast groups is also taken into account. One possible way to realize this

idea is to guarantee a certain minimum number of subcarriersto be allocated to each group.

Specifically, the design problem can be formulated as follows:

max
{ρg,m,Pm}

G
∑

g=1

M
∑

m=1

|Kg|
M

ρg,m log2(1 + βg,mPm) (3.5)

subject to:
M
∑

m=1

Pm ≤ Ptot, (3.6)

Pm ≥ 0, m = 1, · · · ,M, (3.7)
G
∑

g=1

ρg,m = 1, m = 1, · · · ,M, (3.8)

ρg,m ∈ {0, 1}, (3.9)
M
∑

m=1

ρg,m ≥ αg, g = 1, · · · , G. (3.10)

In this formulation, the binary variableρg,m represents the allocation of subcarrierm to

groupg. Constraints (3.6)-(3.7) express the power limitation at the BS, whereas constraints

(3.8)-(3.9) ensure a disjoint subcarrier assignment in OFDMA systems in which one sub-

carrier can only be given to at most one group. Constraint (3.10) reflects the spectrum-

sharing control of the design, where the “bandwidth controlindex” αg is required to satisfy
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αg ∈ Z+ and
∑G

g=1 αg ≤ M . The valueαg manages the priority in terms of spectrum

access opportunity provided to each multicast group. It varies from0 to M and can be

flexibly adjusted according to system design specifications. As αg increases towardM , a

higher priority is given to groupg. In particular, if allαg ’s approach0, problem (3.5)–

(3.10) becomes that of sum rate maximization. Moreover, as all αg ’s approach⌊MG ⌋, the

optimization formulation enforces (almost) a strict bandwidth fairness.

It should be pointed out that problem (3.5)–(3.10) is NP-hard. Therefore determining

its optimal solution within a given time is very challenging. Performing a direct exhaustive

search at the BS would obviously face a prohibitive computational burden where the opti-

mal solutions must be obtained within a designated time period due to quick variations of

wireless channels. Since such a solution method is too computationally expensive, it is im-

practical, particularly for systems with large number of subcarriers (which is often the case

in practice). Suboptimal algorithms, which have a low complexity and yet provide good

performance, are therefore preferable for cost-effectiveand delay-sensitive implementa-

tions. In the next sections, three efficient solutions to solve the formulated design problem

(3.5)–(3.10) are proposed. The first two solutions are basedon separate optimization of

subcarriers and power, while the last one is obtained with a modified genetic algorithm.

3.3 Efficient Resource Allocation via Separate Optimization

Ideally, both subcarriers and power should be jointly allocated to achieve the global op-

timum of (3.5)–(3.10). However, this is highly complicatedas the total number of variables

becomes large. Instead of jointly optimizing{ρg,m} and{Pm}, separate optimization over

these two set of variables shall be performed. Although suboptimal, this approach enables

significantly lower computational complexity since the number of variables in each sepa-

rate optimization problem is reduced almost by half. Specifically, the subcarrier assignment

problem is solved in the first phase by assuming a constant power allocation on subcarri-

ers. In the second phase, the total power is distributed overthe available subcarriers in a

water-filling fashion.
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3.3.1 Phase 1 – Subcarrier Allocation with Uniform Power Assumption

Under the assumption of equal-power distribution over the subcarriers, the data rate of

the downlink traffic flow to multicast groupg on subcarrierm in (4.7) becomes

Rg,m =
|Kg|
M

log2

(

1 + βg,m
Ptot

M

)

. (3.11)

The proposed two-step subcarrier allocation is detailed inAlgorithm 1. In Step1, each

subcarrier is assigned to the group who has the largest valueof Rg,m and who has not

been given its required minimum number of subcarriers. Oncea subcarrier is assigned, it

will not be considered in all subsequent operations. Further, the group which has already

been allocated its minimum number of subcarriers is discarded in all subsequent iterations.

While the largestRg,m corresponds to the group with largest group size and/or the best

link condition, the bandwidth constraint actually helps avoid the situation that subcarriers

are all granted to the advantageous multicast groups. The procedure is repeated until all

groups have been allocated their minimum numbers of subcarriers. In Step2, the remaining

subcarriers left from Step1 are assigned to the group who has the largest value ofRg,m

in a sequential manner. Effectively, the allocation controls a certain level of bandwidth

sharing as a result of Step1, whereas the system throughput is further enhanced as a direct

consequence of Step2.

It can be easily seen that the lookup of subcarrier-group pair (g∗m,m∗) in lines 8-11

of Algorithm 1 involves a two-dimensional search, which could be highly intensive for

systems with large numbers of subcarriers and multicast groups. To alleviate this draw-

back, we now propose a reduced-complexity subcarrier assignment based on Algorithm 1.

Different from Algorithm 1, the reduced-complexity approach performs the assignment on

a per-subcarrier basis in Step1 where randomization is carried out to pick a subcarrier for

which all the eligible groups, that is, the ones that have notreached their minimum numbers

of subcarriers, will compete. Since the assignment only requires a one-dimensional search

for each subcarrier, its computational complexity is significantly lower. A full description

of this algorithm is provided in Algorithm 2.

3.3.2 Phase 2 – Water-filling Power Allocation

Once subcarrier allocation is accomplished, all the valuesof ρg,m are known. Hence,

power allocation can be optimally completed on a per-subcarrier basis. The optimization
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input : R̄G×M = {Rg,m} computed by (3.11),
S = {1, 2, · · · ,M}, andα = [α1, α2, · · · , αG] ∈ ZG

+ .
output: Subcarrier allocation{ρg,m}
begin1

// Initialization
ρg,m ←− 0, ∀g,m2

Θ←− [0, 0, · · · , 0] ∈ ZG
+3

// Step 1
if αg == 0, ∀g = 1, · · · , G then4

go to Line 205

else6

repeat7

find pair {g∗m,m∗} that satisfy both conditions:8

(a) R̄(g∗m,m∗) ≥ R̄(g,m), ∀g,m,9

(b) Θ(g∗m) ≤ α(g∗m)10

end11

ρg∗m,m∗ ←− 112

ρg 6=g∗m,m∗ ←− 013

Θ(g∗m)←− Θ(g∗m) + 114

S ←− S\{m∗}15

deleteR̄(:,m∗) from R̄16

if Θ(g∗m) > α(g∗m) then deleteR̄(g∗m, :) from R̄17

until Θg ≥ αg,∀g = 1, · · · , G18

end19

// Step 2
foreach m ∈ S do20

find g∗m = argg max R̄(g,m)21

ρg∗m,m ←− 122

ρg 6=g∗m,m ←− 023

end24

end25

Algorithm 1 : Subcarrier Assignment with Bandwidth-sharing Control.
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input : R̄G×M = {Rg,m} computed by (3.11),
S = {1, 2, · · · ,M},
G = {1, 2, · · · , G}, and
α = [α1, α2, · · · , αG] ∈ ZG

+ .
output: {ρg,m}
begin1

// Initialization
ρg,m ←− 0, ∀g,m2

Θ←− [0, 0, · · · , 0] ∈ ZG
+3

// Step 1
if αg == 0, ∀g = 1, · · · , G then4

go to Line 175

else6

repeat7

randomly pickm∗ from S8

find g∗m = arg maxg∈G R̄(g,m∗)9

ρg∗m,m∗ ←− 110

ρg 6=g∗m,m∗ ←− 011

Θ(g∗m)←− Θ(g∗m) + 112

S ←− S\{m∗}13

if Θ(g∗m) > α(g∗m) then G = G\{g∗m}14

until Θg ≥ αg,∀g = 1, · · · , G15

end16

// Step 2
foreach m ∈ S do17

find g∗m = argg max R̄(g,m)18

ρg∗m,m ←− 119

ρg 6=g∗m,m ←− 020

end21

end22

Algorithm 2 : Reduced-complexity Subcarrier Assignment.
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problem (3.5)–(3.10) now becomes

max
Pm≥0, m=1,...,M

M
∑

m=1

|Kg∗m |
M

log2(1 + βg∗m,mPm) (3.12)

subject to:
M
∑

m=1

Pm ≤ Ptot,

where each subcarrierm has been assigned to groupg∗m.

Clearly, (3.12) involves the maximization of a concave function over a linear set, thus

it is a convex optimization problem. The closed-form solution can then be obtained by

employing the Lagrange multiplier method. The Lagrangian of (3.12) can be expressed as

follows:

L(Pm, µ) =

M
∑

m=1

|Kg∗m |
M

log2(1 + βg∗m,mPm)

−µ

(

M
∑

m=1

Pm − Ptot

)

, (3.13)

whereµ > 0 is a Lagrange multiplier. The optimal power allocation can be derived from

the Karush-Kuhn-Tucker (KKT) conditions to be

Pm = max

( |Kg∗m |
µM log 2

− 1

βg∗m,m
, 0

)

. (3.14)

It can be observed that the solution in (3.14) has the form of water-filling, whereµ can be

easily found from the total power constraint
∑M

m=1 Pm ≤ Ptot.

Combining Phase1 and Phase2 in the above results in two complete efficient re-

source allocation schemes, which shall be referred to as theBandwidth Control – Separate

Optimization (BC-SO) and Reduced-complexity Bandwidth Control – Separate Optimization

(RCBC-SO), respectively. Though being simple, the allocation schemes devised in this sec-

tion are suboptimal due to the separation of optimization variables in each allocation phase.

In the next section, we propose another efficient scheme which utilizes the Genetic Algo-

rithm to provide a global search for a jointly optimal subcarrier and power allocation.

3.4 Efficient Resource Allocation via Modified Genetic Algorithm

By its nature, a Genetic Algorithm (GA) does not begin its optimization process from

a single point in the search space, but rather from an entire set of individuals, which form
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the initial population. Hence, GA may be invoked in robust global search and optimiza-

tion procedures that do not require the knowledge of the objective function’s derivatives

or any gradient-related information concerning the searchspace. It is therefore particularly

suitable for optimization problems which are not well suited for standard optimization algo-

rithms, including problems whose objective function is discontinuous, non-differentiable,

stochastic, or highly nonlinear3. Regarding the NP-hard design problem (3.5)–(3.10), the

objective function involves both continuous and discrete variables and thus represents a

class of problems for which GA can be efficiently applied.

The proposed efficient scheme, which shall be referred to as Bandwidth Control –

Genetic Algorithm (BC-GA), follows the general procedure of a GA together with the fol-

lowing features to specifically solve the design problem under investigation (3.5)–(3.10).

Coding of Individuals

Each individual of the population corresponds to a subcarrier allocation. It is coded as

a vector of lengthM whose indices represent the subcarriers, and the value of each vector

entry is an integer in the range[1, G] representing the group that has been assigned the

subcarrier corresponding to that entry. For instance, them-th entry of an individual has

value ofg implies that subcarrierm is designated to multicast groupg. Fig. 3.2 depicts the

coding of individuals and the entire population in one generation.

Initial Population

The initial population of sizeNp can be randomly generated, with high-quality indi-

viduals possibly being fed into the population. A fine individual could be either a good

subcarrier allocation generated by appropriate randomization, or the suboptimal solutions

derived via the proposed BC-SO and RCBC-SO schemes in Section 3.3. With a well-chosen

starting population, the time required for BC-GA to reach anoptimum solution would be

substantially reduced.

Fitness Function

For each individual, its fitness value is the corresponding total sum rate. To compute

this value, first the bandwidth-control constraint in (3.10) is checked against each indi-

vidual (that is, each subcarrier allocation). If the constraint is unsatisfied, the individual
3See, for instance, the adaptive resource allocation and call admission control problem in [30], or the

multiple-antenna OFDM multiuser detection problem in [31].
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Figure 3.2: Coding of individuals and total population in one generation.

will be given fitness value of−∞. Otherwise, by performing the water-filling of power

over the known subcarrier assignment as described in Section 3.3, the fitness score of this

subcarrier-power allocation can be computed. Since the objective is to maximize the system

throughput, individuals with higher fitness values (that is, higher sum rates) are preferable

in the proposed solution.

Producing Next Generation

To produce the next generation, the following rules apply and their operations are also

illustrated in Fig. 3.3.

(i) Elite Children Rule : Elite children are the individuals in the current generation with

the best fitness values. These individuals automatically survive to the next generation.

We propose the number of elite childrenNe in our genetic algorithm to be fewer than

5 as setting this number to a high value causes the fittest individuals to dominate the

population, which in turn may lead to a less effective search.

(ii) Crossover Rule: Crossover enables the algorithm to extract the best genes from

different individuals and recombine them into potentiallysuperior children. In our
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Figure 3.3: Operations to create new generations.

proposed scheme, we apply a two-point crossover rule which selects two unequal

pointsMA andMB at random (1 ≤MA,MB ≤M ). The child has the vector entries

(genes) of the first parent at the locations beforeMA and afterMB , and the vector

entries (genes) of the second parent afterMA and beforeMB .

(iii) Mutation Rule : The mutation process adds to the diversity of a population and hence

increases the likelihood that the algorithm will generate individuals whose fitness

values are better. Here, we propose a swapping of two randomly selected entries in a

single parent to produce a new child.

Stopping Criteria

The proposed GA is terminated when at least one of the following conditions is met:

(i) A maximum number of generationsLmax is exceeded.

(ii) The number of generations, over which a cumulative change in fitness function value

is less than a tolerance valueǫ, exceedsLlim.
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3.5 Complexity Analysis and Performance Evaluation

3.5.1 Complexity Analysis

Regarding the resource allocation problem (3.5)–(3.10), an optimal search can be ac-

complished via exhaustive comparison of allGM possible subcarrier assignments, each of

which requires a total ofM runs of power water-filling to compute the achieved throughput.

As a result, the direct search has an exponential complexityof O(GMM). On the other

hand, after obtaining the matrix̄R via GM operations, both the BC-SO and RCBC-SO

schemes only need to perform either a one- or two-dimensional search to find the eligi-

ble group corresponding to individual subcarriers. Once anoptimal solution of subcarrier

assignment has been found, the actual number of water-filling executions in these cases is

simplyM . Assuming that a search through a one-dimensional (sorted)list with K elements

is of O(Klog K) complexity, then the total number of operations required bythe BC-SO

approach is indeedGM + GM2 log(GM) + M whereas that by the RCBC-SO design is

only GM +GM log G+M . It is worth pointing out that the considerably lower complexity

of the two proposed algorithms is mainly attributed to the separation of{ρg,m} and{Pm}
variable sets with the assumption of uniform power distribution, as previously discussed in

Section 3.3.1.

In contrast, complexity of BC-GA scheme depends on the maximum number of gen-

erationsLmax required to be produced before the algorithm terminates, aswell as on

the sizeNp of each generated population. Within a population, water-filling of power is

completed for each individual in the computation of fitness scores, followed by a one-

dimensional search to select the most fitted individuals. Itshould be noted that the effi-

ciency of a genetic-algorithm-based approach also dependson other factors (such as the

choice of initial population, the rules to produce new generations and the tolerance allow-

able for cumulative changes in fitness scores), which can be difficult to explicitly quantify.

Excluding these factors, the total complexity of the BC-GA scheme can be shown to be

O (LmaxNp(M + log Np)).

All of the above-mentioned analyses are summarized in Table3.1. Compared with

the optimal exhaustive search, the three proposed methods clearly require far less com-

putational effort. However, this benefit comes at the cost ofsacrificing attainable system

throughput as the devised schemes, by their nature, are suboptimal. In selecting suitable

algorithms for different applications, it is therefore critical to balance the contradicting re-
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Table 3.1: Complexity analysis.

Algorithm Number of Operations Order of Complexity

Optimal search GMM O(GMM)

BC-SO scheme GM + GM2 log(GM) + M O(GM2 log(GM))

RCBC-SO scheme GM + GM log G + M O(GM log G)

BC-GA scheme LmaxNp(M + log Np) O (LmaxNp(M + log Np))

Table 3.2: Parameters for the BC-GA scheme.

Parameter Np Ne Lmax Llim ǫ

Value 32 2 60 20 10−6

quirements of reducing computational burden and achievingthe highest possible sum rates.

In what follows, some numerical examples are provided to evaluate the performance of the

proposed designs in various scenarios.

3.5.2 Numerical Examples

Considered is an OFDMA system withM = 9 subcarriers in which the BS communi-

cates withG = 3 multicast groups, each has equal|K1| = |K2| = |K3| = 4 users. Assume

thatK1 is located closer to the BS thus causes a pathloss advantage of 1.5dB to K2, and

of 3dB to K3. To have a meaningful interpretation of the results,100 sets of independent

channel coefficients{hk,m} are randomly generated according to the Rayleigh distribution

in each simulation study. The equivalent CSNR of groupKg on subcarrierm is computed

asβg,m = mink∈Kg
|hk,m|2. The final results are then averaged for plotting. For simplicity,

the average channel gain, the noise power in each subcarrier, and the individual subcarrier

bandwidth are all normalized to1.

We shall now demonstrate three illustrative examples wherein the values of bandwidth-

control indicesαg (g = 1, 2, 3) are properly adjusted to either provide throughput max-

imization, or offer a fair spectrum sharing by guaranteeingcertain portions of the total

available bandwidth to be designated to individual multicast groups. Performance of the

proposed solutions (namely BC-SO, RCBC-SO and BC-GA) are tobe compared against

one another and also with that of optimal exhaustive search.In all the examples presented

here, the parameters used for the BC-GA scheme are listed in Table 3.2.

First, notice that by not guaranteeing any minimum numbers of subcarriers to be allo-
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Figure 3.4: Performance in the SRM example.

cated to individual multicast groups, that is, by settingα1 = α2 = α3 = 0, the formulation

(3.5)–(3.10) actually becomes the problem of throughput maximization. In this case, there

is a free competition amongK1, K2 andK3, and the group who contributes the most to the

total sum rate will finally secure the available system resources for its own usage. We will

refer to this example as Sum Rate Maximization (SRM), where it is clear from Fig. 3.4a

that all the proposed algorithms approach optimality. Thisnumerical result, in particular,
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verifies that an equal transmit power allocation hardly decreases the data throughput of an

OFDMA-based system since each subchannel is only given to a user whose channel gain is

good in that subchannel. Further, because Step1 of both Algorithms 1 and 2 is omitted in

the SRM example, the BC-SO and RCBC-SO schemes reduce to a throughput maximiza-

tion algorithm and hence perform identically. In terms of bandwidth sharing, the proposed

algorithms allocate more subcarriers to the group with better link conditions in this case,

as can be clearly seen in Fig. 3.4b. It should also be pointed out that although the optimal

search assigns more subcarriers to the advantageous groups, these subcarriers might have

been distributed zero power by the water-filling procedure,resulting in no improvement in

the attained throughput at all.

Since groupsK2 andK3 are located farther away from the BS, their effective equivalent

channel gains (including long-term pathloss and short-term fading) are potentially smaller

than that of groupK1. The former groups are therefore likely to be in disadvantageous posi-

tion, having fewer chances to gain access into the availableradio spectrum. As such, in this

second example we imposeα1 = 1, α2 = 2, α3 = 3 to ensure a fairer allocation in terms

of bandwidth to the disadvantaged (inferior) groupsK2 andK3. The remaining3 subcarri-

ers are then open for competition among the three groups. We will refer to this example as

Inferior-fair Bandwidth Allocation (IBA). From Fig. 3.5a,it can be seen that the sum rates

achieved by the BC-SO and BC-GA schemes are only5% away from optimality whereas

the simple RCBC-SO design attains even more than82% of the optimal throughput. In ad-

dition, the total bandwidth has been shared more fairly among the multicast groups, as can

be seen in Fig. 3.5b. Note that the values ofαg in this example are chosen for an illustrative

purpose only and they are completely adjustable at the discretion of the system designer.

If the channel condition of the worst user in groupK2 or K3 remains unfavorable for a

relatively long period of time, it becomes necessary to readjust the value ofαg to avoid an

unacceptable sacrifice in the system throughput (one, for instance, may opt to increaseα1

and decreaseα2, α3).

Even more strictly, a totally fair bandwidth allocation forall three multicast groups can

be enforced by settingα1 = α2 = α3 = 9/3 = 3, in which case each group will be given

exactly a third of the accessible bandwidth regardless of its respective channel state. This

example shall be referred to as Equal Bandwidth Allocation (EBA). Fig. 3.6a illustrates

that the sum rates obtained by the proposed solutions are very close to that offered by the

optimal search, with both the BC-SO and the BC-GA algorithmsachieving more than97%
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Figure 3.5: Performance in the IBA example.

of the optimal throughput and that for the RCBC-SO solution being above91%. Regarding

the distribution of available bandwidth, Fig. 3.6b verifiesthat subcarriers have been shared

equally among individual multicast groups by all the schemes under investigation in this

third example.

The above numerical results have clearly confirmed that by properly adjusting the min-

imum numbers of subcarriers allocated to individual multicast groups, the design formula-
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Figure 3.6: Performance in the EBA example.

tion and proposed schemes offer a more flexibility in controlling the share of available radio

spectrum given to each group and, at the same time, still achieve a high system throughput.

In particular, the BC-GA algorithm, with an appropriate choice of parameters, always of-

fers the highest attainable data rate among the three proposals. This is expected since the

BC-GA scheme performs a robust global search for jointly optimal solution of subcarriers

and power, as opposed to separate optimization of those two variable sets in the BC-SO and
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RCBC-SO solutions. Moreover, the RCBC-SO design experiences the lowest throughput

among the three at the benefit of having a significantly lower computational complexity.

3.6 Concluding Remarks

This chapter proposed three efficient low-complexity resource allocation schemes for

OFDMA-based multicast wireless systems. The novelty in theproposed schemes is that the

issue of controllable and flexible distribution of the available radio spectrum among mul-

ticast groups was explicitly taken into account. In the separate optimization schemes, the

subcarrier allocation ensures minimum numbers of subcarriers to be assigned to individual

groups according to their respective channel gains and group sizes, while power is allo-

cated in a water-filling fashion. With the scheme based on themodified genetic algorithm,

the jointly optimal subcarrier-power allocation is iteratively evolved through a global search

while satisfying the imposed bandwidth constraints among different multicast groups. Nu-

merical examples showed that the proposed designs can be utilized to attain a high total

sum rate while at the same time distributing the available bandwidth more flexibly and

fairly among multicast groups. The computational complexity of our proposed approaches

has been analyzed, and their benefits have also been confirmedby numerical examples.
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Chapter 4

Optimal Resource Allocation for
OFDMA-based Cognitive Radio
Multicast Networks

In November2002, the Federal Communications Commission (FCC) published a report

on the current management of the precious radio spectrum resource in the United States.

One of the main findings stated in the report is [32]

“In many bands, spectrum access is a more significant problemthan physical

scarcity of spectrum, in large part due to legacy command-and-control regula-

tion that limits the ability of potential spectrum users to obtain such access.”

Simply put, it has been confirmed that much of the licensed spectrum lies idle at any given

time and location, and that the spectrum shortage results from the spectrum management

policy rather than the physical scarcity of the usable frequencies. Spectrum utilization

can thus be significantly improved by allowing secondary users to access spectrum holes

unoccupied by the primary users at given locations and times. Cognitive radio [33, 34] has

been identified as an efficient technology to promote this idea by exploiting the existence

of the spectrum portions unoccupied by the primary (or licensed) users. Potentially, while

the primary users have priority access to the spectrum, the secondary (or unlicensed or

cognitive) users have restricted access, subject to a constrained degradation on the primary

users’ performance [35]. In spectrum sharing environments, the key design challenges of

a cognitive radio network are therefore to guarantee a protection of the primary users from

excessive interference induced by the secondary users as well as to meet some Quality-of-

Service (QoS) requirements for the latter [36,37].
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Chapter 4, which examines the design of a dynamic resource allocation algorithm for

OFDMA-based multicast cognitive radio networks with primary user activity (or subchan-

nel availability) consideration, is organized as follows1. Section 4.1 reviews related works

on the similar subject in literature and also highlights theoriginal research contributions

of this study. Section 4.2 presents the system model under consideration. Also formulated

in this section is the resource allocation problem for OFDMA-based multicast secondary

networks where primary user activities are taken into account. Section 4.3 introduces the

dual optimization method, an effective approach to deal with a large class of multi-carrier

resource allocation problems. In Section 4.4, an iterativescheme, derived from the dual

framework to resolve the design under investigation, is proposed. Section 4.5 provides

numerical examples to verify performance of the devised solution. Finally, Section 4.6

concludes the chapter with several remarks.

4.1 Introduction

4.1.1 Spectrum Pooling Approach for Opportunistic Spectrum Access

Spectrum pooling is an opportunistic spectrum access approach that enables public ac-

cess to the already licensed frequency bands [40, 41]. The basic idea is to merge spectral

ranges from different spectrum owners (for example, military, trunked radios) into a com-

mon pool, from which the secondary users may temporarily rent spectral resources during

idle periods of licensed users. In effect, the licensed system doesnot need to be changed

while the secondary users access unused resources. Among many possible technologies for

unlicensed users’ transmission in spectrum-pooling radiosystems, orthogonal frequency

division multiplexing (OFDM) has already been widely recognized as a highly promising

candidate, mainly due to its great flexibility in dynamically allocating the unused spectrum

among secondary users as well as its ability to monitor the spectral activities of licensed

users at no extra cost [42]. However, it has been shown that employing OFDM also affects

the performance of a cognitive radio network, for instance,causing mutual interference

between the primary and secondary users due to the non-orthogonality of respective trans-

mitted signals [43,44].

1A version of this chapter has been presented at the2009 IEEE Wireless Communications and Network-
ing Conference (WCNC’09) held in Budapest, Hungary [38]. Further development of theresults has been
submitted for publication as a regular paper in the IEEE Transactions on Vehicular Technology [39].
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4.1.2 Resource Allocation in OFDM-based Cognitive Radio Systems

Resource allocation for OFDM-based cognitive radio networks has been examined

in [45], where an optimal scheme, derived via Lagrangian formulation, is proposed to max-

imize the downlink capacity of a single cognitive user whileguaranteeing the interference

to the primary user being below a specified threshold. The work of [46] extends [45] to

multiuser scenarios, in which discrete sum rate of the secondary network is maximized

constrained on the interference to the primary user bands and also on the total transmitted

power. Subject to the per-subchannel power constraints (due to primary users interference

limits), the study in [47] proposes a partitioned iterativewater-filling algorithm that en-

hances the capacity of an OFDM cognitive radio system. Further, the issue of downlink

channel assignment and power control for FDMA-based cognitive networks has been ad-

dressed in [48], wherein a set of base stations make opportunistic spectrum access to serve

the fixed-location wireless users within their cells. To maximize the total number of active

users that can be supported while guaranteeing the minimum signal-to-interference-plus-

noise ratio (SINR) requirements of secondary users and alsoprotecting the primary users,

suboptimal schemes are suggested for the formulated mixed-integer program. Considering

networks with the coexistence of multiple primary and secondary links through OFDMA-

based air-interface, reference [49] utilizes the dual framework from [50] to provide central-

ized and distributed algorithms for improving the total achievable sum rate of secondary net-

works subject to interference temperature constraints specified at primary users’ receivers.

While the previous related studies implicitly assume that the designated spectrum for

secondary usage is fixed and always available, the work of [51] investigates another impor-

tant aspect of subchannel availability or primary user activity in an OFDM cognitive radio

system. Here, cognitive radio can be realized as a risky environment where the licensed

users may, at any time, come back and take up the frequency bands currently available for

secondary access. In such scenarios, the power already invested by unlicensed users in

those bands becomes wasted. By referring to a risk-return model and upon defining a gen-

eral rate-loss function which gives a decrease in total throughput whenever primary users

reoccupy the temporarily accessible subchannels, a problem of optimally allocating power

for a single cognitive user is formulated incorporating thereliability or the availability of

OFDM subchannels. For the special case of linear rate loss, multi-level water-filling solu-

tion for the resulting convex program has been derived in [51], but other types of rate-loss
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functions are not yet investigated.

4.1.3 Research Contributions

Different from all the aforementioned works which only consider unicast transmission,

this research studies resource allocation in a secondary OFDMA-based multicast network

where the patterns of primary user activities on the available radio spectrum are dynamic.

As an efficient means of transmitting the same content to multiple receivers while minimiz-

ing the network resource usage, multicasting [25, 26] is clearly an attractive transmission

technique for secondary networks who only have a limited access to the available spectrum.

However, in the multi-group/multi-user settings, the problem of joint subcarrier assignment

and power distribution usually turns out to be non-convex, making the solution derived

in [51] no longer applicable. As well, performing an direct exhaustive search to find the

global optimal solutions is certainly impractical in thesecases as computational complexity

of such approach is prohibitively demanding. Motivated by the shortcomings of the existing

designs, we propose in this work a dual optimization scheme to efficiently solve the chal-

lenging resource allocation in a cognitive OFDMA network consisting of multiple multicast

groups.

Adopting a similar risk-return model of [51] to account for the primary user activities,

our proposed subcarrier assignment and power allocation solution targets at maximizing the

expected sum rate of all secondary users in an OFDMA-based cognitive radio multicast net-

work, while satisfying the tolerable interference level induced to individual licensed users.

Specifically, the original non-convex optimization problem is solved effectively in the dual

domain with global optimum obtained in the limit as the number of subcarriers goes to in-

finity. More significantly, it is shown that the proposed approach has only linear complexity

in the total number of subcarriers, resulting in a huge reduction in computational burden.

These features are certainly attractive for practical OFDMA-based systems that deploy a

large number of subcarriers. Further, the dual approach presented here is valid for both uni-

cast and multicast scenarios, and is applicable for a wide range of rate-loss functions among

which linear being a special case. As well, the mutual interference between secondary and

primary networks, which is an important factor, is explicitly quantified. The effects of ad-

jacent subcarrier nulling technique [43], used to decreasethe mutual interference, on the

proposed design are also carefully analyzed.
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4.2 System Model and Problem Formulation

4.2.1 System Model

We consider a primary base station (BS) that transmits (not necessarily OFDM) signals

to itsN primary users, each of which occupies a predetermined frequency bandB(n)
P (n =

1, · · · , N) in the available spectrum. To implement efficient opportunistic spectrum access,

a secondary BS is permitted to employK OFDM subcarriers to transmitG downlink traffic

flows, each to one distinct multicast group consisting of secondary users, over the temporar-

ily unused/available frequency bands. Information regarding the availability of these bands

is made known at the secondary BS either by means of signalling from the primary BS, or

as the result of spectrum sensing performed by the secondaryBS itself. Notice that since

licensed users have priority access to the radio spectrum, the unused frequency bands need,

at any time, to be handed back to the primary network upon request. Therefore, depending

on the activity of primary users, there is a chance that the temporarily unused spectrum

becomes reoccupied.

Assume that each secondary user receives one traffic flow at a time, and hence it belongs

to only one multicast group. LetMg and|Mg| (g = 1, · · · , G) denote the user set of group

g and its cardinality, respectively. Theg-th group is unicast if|Mg| = 1, whereas it is

multicast if |Mg| > 1. Thus, the system framework presented here is applicable tothe

both unicast and multicast transmissions. Clearly, all thesecondary users belong to the

setM =
⋃G

g=1 Mg, and |M | =
∑G

g=1 |Mg| is the total number of users in the cognitive

multicast network. LetB denote the total bandwidth available for secondary usage, and

also assume that each subchannel has an equal bandwidth ofBs = B/K. The system setup

is depicted in Fig. 4.1a with the distribution of accessiblespectrum shown in Fig. 4.1b.

As the consequence of having two coexisting networks, the OFDM signals from sec-

ondary BS, which are intended for its own serviced users, might interfere the reception

at the primary users’ receivers. Upon definingP̌m,k as the power spent for transmitting

to secondary userm in groupg on subcarrierk and denotingTs the OFDM symbol du-

ration, the power spectral density (PSD) of the subcarrier-k signal can be modeled as

Φk(f) = P̌m,kTs

(

sinπfTs

πfTs

)2
, m ∈ Mg. Then, the interference caused by this signal
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(a) Coexistence of primary and secondary networks in cognitive radio.

(b) Distribution of available spectrum to primary and secondary users.

Figure 4.1: System model.

onto primary usern is given as [43]

I
(n)
k = |g(n)

SP |2
∫ d

(n)
k

+B
(n)
P

/2

d
(n)
k

−B
(n)
P

/2
Φk(f) df

= P̌m,k

{

|g(n)
SP |2Ts

∫ d
(n)
k

+B
(n)
P

/2

d
(n)
k

−B
(n)
P

/2

(

sinπfTs

πfTs

)2

df

}

= P̌m,k Ǐ
(n)
k , (4.1)
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whered
(n)
k = |fk − fn| represents the spectral distance between subcarrierk and the center

frequency of primary usern, andg
(n)
SP denotes the channel from secondary BS to primary

usern. Clearly, interferenceI(n)
k depends on bothd(n)

k andP̌m,k.

In addition, the coexistence of primary users and multicastgroups of secondary users

may cause interference induced by the signals from primary BS, which are destined to pri-

mary users, onto secondary users’ frequency bands. LetgPS
m,k be the channel from primary

BS to secondary userm in groupg on subcarrierk, andΦ
(n)
PU (ejw) be the PSD of the signal

transmitted from primary BS to primary usern. Then, the interference power caused by

this signal onto secondary userm ∈Mg on subcarrierk can be computed as [43]

J
(n)
m,k(d

(n)
k ) = |gPS

m,k|2
∫ d

(n)
k

+Bs/2

d
(n)
k

−Bs/2
E{IK(w)}dw, (4.2)

whereE{IK(w)} = 1
2πK

∫ π
−π Φ

(n)
PU (ejw)

(

sin(w−φ)K/2
sin(w−φ)/2

)2
dφ is the PSD of primary user

n’s signal afterK-FFT processing.

In this work, the resource allocation of secondary network is accomplished in a central-

ized manner with perfect channel state information of all primary and secondary users in the

system being assumed (for example, via training and feedbacks from the users through ded-

icated channels). We further assume that the channel conditions remain unchanged during

the allocation period. Hence, this model is particularly valid for slowly-varying channels

where the channel gains do not vary too significantly over time, such as in high data rate

systems and/or environments with reduced degrees of mobility [3,5,6]. With the perfect link

information available, it is therefore possible to determine the maximum rate at which an

individual secondary user can reliably receive data, as well as the corresponding subcarrier

over which the data shall be transmitted on. The channel signal-to-interference-plus-noise

ratio (CSINR) of secondary userm ∈Mg on subcarrierk can be shown to be

αm,k =
|hSS

m,k|2

Γ(N0Bs +
∑N

n=1 J
(n)
m,k)

, (4.3)

wherehSS
m,k is the corresponding channel coefficient andN0 is the one-sided PSD of additive

white Gaussian noise (AWGN). The parameterΓ represents the signal-to-noise ratio (SNR)

gap to the capacity limit, which is a function of the desired Bit-Error-Rate (BER), coding

gain and noise margin [52]. The maximum attainable rate of secondary userm ∈ Mg on

subcarrierk is then

rm,k =
Bs

B
log2(1 + αm,kP̌m,k). (4.4)
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Similar to the study in Chapter 3, the conventional multicast transmission approach is

also followed here by enforcing the secondary BS to transmitat the lowest rate of all the

users within a group, which is determined by the user with thesmallest CSINR [27]. This

assures that the multicast services can be provided toall the subscribed users. Let

γg,k = min
m∈Mg

αm,k (4.5)

be the equivalent CSINR of groupg on subcarrierk. Then, the maximum rate at which all

secondary users of groupg are able to decode the data transmitted on that same subcarrier

is

řg,k =
Bs

B
log2(1 + γg,kPg,k), (4.6)

wherePg,k denotes power allocated to groupg on subcarrierk. Since all the secondary users

in a group receive the same rate, the aggregate rate transmitted to groupg on subcarrierk

is scaled by the group size as

Řg,k =
∑

m∈Mg

řg,k = |Mg| řg,k. (4.7)

4.2.2 Problem Formulation with Primary User Activity Consideration

In a cognitive radio environment, there is likely a delay from the moment that a chan-

nel is made available for secondary usage to the time that thesecondary network is fully

aware of that accessibility. The time delay could be due to, for example, the efficiency of

spectrum sensing algorithms performed by the cognitive network. This effect is of partic-

ular concern if the patterns of spectrum usage by primary users are greatly dynamic, for

instance, frequent occurrences of releasing and reoccupying certain bands. Consequently,

secondary BS may carry out the resource allocation at the current time framet with the

available information (regarding, for example, locationsof spectrum holes, link conditions,

interference, etc.) valid at timet − ∆t. During the time delay∆t > 0, it is possible that

primary users may have come back and taken up the subchannelsthat were once available

at timet−∆t. As this is the case, performance of current resource allocation for secondary

network can be severely affected.

To account for the primary user activities (or equivalently, the availability of OFDM

subchannels), we refer to the risk-return model in which power allocated to a frequency

band is considered an investment in that band [51]. In this model, cognitive radio environ-

ment can be thought as a risky environment where the primary users may return to take up
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the available band at any time. In such cases, the secondary users power investment in that

band becomes wasted, representing a loss in the data rate achieved by the secondary users,

possibly due to, for instance, other better allocation schemes that could have been utilized,

or an increase in the amount of interference caused to primary users when the unused bands

are reoccupied. In order to model this loss, we define a rate lossL(P ) which is a function of

the power invested by cognitive network. Strictly,L(P ) is required to satisfy the following

two conditions:

(i) L(P ) > 0 for P > 0, and

(ii) L(P ) = 0 for P = 0.

Given the probabilityφk that the subchannelk is taken up by the primary users in the

current time frame, the expected rate-loss can be written as

E{∆Rg,k} = φkL(Pg,k). (4.8)

Then, the expected rate transmitted from secondary BS to group g on subcarrierk becomes

E{Rg,k} = Řg,k − E{∆Rg,k}

=
|Mg|
K

log2(1 + γg,kPg,k)− φkL(Pg,k). (4.9)

The goal of this study is to devise a subcarrier assignment and power allocation policy

that maximizes the expected sum rate of all multicast groupsof secondary users, while

satisfying constraints on the tolerable interference level of each individual primary user.

Specifically, the design problem can be formulated as follows:

max
{Pg,k}

G
∑

g=1

K
∑

k=1

wg|Mg|
K

log2(1 + γg,kPg,k)− φkL(Pg,k) (4.10)

s.t.
G
∑

g=1

K
∑

k=1

Pg,kǏ
(n)
k ≤ I

(n)
th ; n = 1, · · · , N, (4.11)

Pg,k ≥ 0; g = 1, · · · , G, k = 1, · · · ,K, (4.12)

Pg,kPg′,k = 0; ∀g′ 6= g. (4.13)

In this formulation, weightwg ≥ 0 reflects the priority designated to groupg and is obliged

to satisfy
∑G

g=1 wg = 1. Constraint (4.11) expresses the tolerable interference level at the

receiver of primary usern, with I
(n)
th representing the interference temperature threshold.
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Constraints (4.12)-(4.13) enforce a disjoint subchannel assignment in OFDMA systems,

that is, one subcarrier is permitted to be assigned to at mostone group at a time [3]. It

is note-worthy that the optimization problem (4.10)–(4.13) is NP-hard since it requires the

allocation of an optimal set of subcarriers to each multicast group of secondary users. Com-

plexity needed to directly solve this combinatorial problem increases, at least, exponentially

with the number of subcarriersK. Such prohibitively high computational effort is required

even for a simplified case as discussed in Appendix C. Moreover, the multiple constraints

in (4.11) make it even more challenging to derive an analytical solution for problem (4.10)–

(4.13).

In the following sections, we will first introduce the dual optimization method for non-

convex multicarrier resource allocation. Then, we will show how the optimization problem

(4.10)–(4.13) can be effectively resolved in the dual domain with virtually zero duality gap,

and thereby global optimal solutions can be obtained in the limit as the number of subcarri-

ers goes to infinity. Further, we establish that the complexity of the proposed dual scheme is

only linear in the total number of subcarriers, and thus representing a significant reduction

in computational burden at the BS, where it is desirable to find the optimal solutions rapidly

to mitigate the fluctuations of wireless channels.

4.3 Dual Optimization of Non-convex Multicarrier ResourceAl-
location

Consider the problem of optimally allocating resources in amulticarrier system with

M users andK subcarriers. The objective and constraints of the optimization consist of a

number of individual functions, each corresponding to one of theK subcarriers, and can be

expressed as

max
{xk}∈RM

K
∑

k=1

fk(xk) (4.14)

s.t.
K
∑

k=1

hk(xk) ≤ P,

wherefk(·) areRM → R (not necessarily concave) functions,hk(·) areRM → RN (not

necessarily convex) functions, and constantP denotes theN -vector of constraints.

The idea of dual optimization is to solve (4.14) by first forming its Lagrangian dual,
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which is defined as [16]

L({xk},λ) =

K
∑

k=1

fk(xk)− λT

(

K
∑

k=1

hk(xk)−P

)

, (4.15)

whereλ = [λ1, · · · , λN ]T � 0 is a vector of Lagrange dual variables.

Then, upon defining the dual objective asD(λ) = max{xk} L({xk},λ), the dual

optimization problem of (4.14) becomes

min
λ

D(λ), (4.16)

s.t. λ � 0

The Lagrange dual problem is a convex optimization problem,which can be solved

very efficiently in practice. This is the case whether or not the primal problem is convex.

Nevertheless, solving a dual problem is not always equivalent to solving the primal one. Let

f∗ andD∗ denote the primal and the dual optimal values, respectively. Then the difference

d = D∗ − f∗ is defined as the optimal duality gap. It has been proven from duality theory

thatd ≥ 0 always holds. In particular, whenfk(xk)’s are concave andhk(xk)’s are convex

(that is, problem (4.14) is convex), strong duality is guaranteed, which impliesd = 0.

In such cases, the primal and dual problems have the same optimal value and thus the

globally optimal solution can be derived in the dual domain via Lagrangian decomposition.

However, this gap in general is not always zero and the optimal solution of the dual problem

only gives the best upper bound on that of the primal.

Interestingly enough, it has been shown in [50, 53] that evenif the multicarrier opti-

mization problem (4.14) is non-convex, the duality gap is zero if either of the following

conditions is met.

Condition 1 x
∗
k(λ) = arg maxxk

L({xk},λ) is continuous at optimalλ∗.

Condition 2 The optimal value of
∑K

k=1 fk(xk) is concave inP.

It turns out that for the non-convex problem with a general form as in (4.14), Condition

2 in the above, called the frequency-sharing condition [50], is always satisfied in the limit as

the number of subcarriersK approaches infinity. A more general theoretical justification of

this observation can be found in [18, Sec. 5.1.6]. Significantly, this important result allows

the original challenging non-convex problem to be efficiently solved in the dual domain

with a virtually negligible duality gap for a realisticallylarge number of subcarriers.
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4.4 Practically Optimal Subcarrier and Power Allocation via
Duality

It can be observed that the particular structure of problem (4.10)–(4.13) satisfies the

frequency-sharing condition, and hence its global optimumcan be obtained in the dual

domain by an iterative method, at a significantly reduced computational complexity [50].

In brief, for a fixed Lagrange dual variable set, it is possible to first decompose (4.10)–

(4.13) by Lagrangian into several unconstrained per-tone power allocation subproblems,

each of which can be solved by water-filling or exhaustive search. Once the optimal dis-

tribution of powers is found for all subcarriers, the Lagrange dual variables are updated by

a subgradient-based or an ellipsoid method. The procedure is repeated until convergence,

and the optimal solution of subcarrier and power allocationobtained in the dual domain

becomes that of the primal problem (4.10)–(4.13) as the number of subcarriers tends to be

large.

4.4.1 Resource Allocation for Linear Loss Function

For the purpose of demonstration, let us for now consider a linear rate-loss function

L(Pg,k) = C ·Pg,k whereC is the normalized average cost per unit power for the secondary

users to utilize the resource. Note that the intention to choose a linear function is to simplify

the analysis while giving a better understanding of the proposed approach. The dual method

presented here is as well applicable for other types of rate-loss function, which shall be

discussed in a later section. With this linear loss, the objective (4.10) becomes

G
∑

g=1

K
∑

k=1

wg|Mg|
K

log2(1 + γg,kPg,k)−CφkPg,k. (4.17)

The exclusive channel assignment constraint (4.12)-(4.13) can be expressed asPg,k ∈
S, where domainS is defined asS = {Pg,k ≥ 0; g = 1, · · · , G, k = 1, · · · ,K |Pg,kPg′,k =

0, ∀g′ 6= g}. Over the domainS, the Lagrangian of problem (4.10)-(4.11) is given as

L({Pg,k},λ) =

G
∑

g=1

K
∑

k=1

wg|Mg|
K

log2(1 + γg,kPg,k)− CφkPg,k

−
N
∑

n=1

λn





G
∑

g=1

K
∑

k=1

Pg,k Ǐ
(n)
k − I

(n)
th



 , (4.18)

whereλ = [λ1, · · · , λN ]T � 0 is the vector of dual variables.
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Now, thanks to the disjoint subchannel constraint in OFDMA-based systems, it is pos-

sible to decompose the Lagrange dual function of (4.18) intoK independent optimization

problems, one for each subcarrierk, as follows:

D(λ) = max
{Pg,k}∈S

L({Pg,k},λ)

=

K
∑

k=1

Dk(λ) +

N
∑

n=1

λnI
(n)
th , (4.19)

where the per-subcarrier problem is

Dk(λ) = max
{Pg,k}∈S

G
∑

g=1

{

wg|Mg|
K

log2(1 + γg,kPg,k)

−
(

N
∑

n=1

λnǏ
(n)
k + Cφk

)

Pg,k

}

, (4.20)

for k = 1, · · · ,K.

For each subcarrierk, there is at most onePg,k > 0 for all g = 1, · · · , G. Therefore, the

optimal group assignment for subcarrierk can be found by first derivingG optimal power

allocations, one for each of the totalG groups, and then selecting the one that maximizes

Dk(λ). Assume that multicast groupg is active on subcarrierk. For a fixedλ, the objective

of the maximization in (4.20) is a concave function ofPg,k. Hence, from the Karush-Kuhn-

Tucker conditions [16], the optimal power allocation can bedevised as

P ∗
g,k =

(

1

γ0,k
− 1

γg,k

)+

, (4.21)

wherex+ = max(x, 0). Apparently, this is a form of water-filling where the water level is

γ0,k =
K(Cφk +

∑N
n=1 λnǏ

(n)
k ) log 2

wg|Mg|
. (4.22)

Then, by searching over allG possible group assignments for subcarrierk, the optimal

value of (4.20) is actually

D∗
k(λ) = max

g

{

wg|Mg|
K

log2

[

1 + γg,k

(

1

γ0,k
− 1

γg,k

)+
]

−
(

N
∑

n=1

λnǏ
(n)
k − I

(n)
th

)

(

1

γ0,k
− 1

γg,k

)+
}

, (4.23)

for k = 1, · · · ,K. This is achieved when the power allocation on subcarrierk is Pg∗,k =

P ∗
g∗,k and Pg,k = 0 for all g 6= g∗, whereg∗ represents the group being allocated the

53



Table 4.1: Subcarrier and power allocation by dual optimization method

THE PROPOSED DUAL SCHEME

1: Initialize (λ1, . . . , λN )

2: Repeat

3: for k = 1, . . . ,K

4: computeP ∗
g,k for all groupsg = 1, . . . , G by (4.21)

5: pick groupg∗ that gives minimum ofDk(λ) as in (4.23)

6: assign subcarrierk to groupg∗

7: setPg∗,k := P ∗
g∗,k andPg,k := 0, ∀g 6= g∗

8: end

9: update(λ1, . . . , λN ) according to (4.24)

10: Until convergence ofλ

subcarrierk. From (4.21) and (4.22), it is worth mentioning that the allocation depends not

only on the CSINR and the number of group users, but also on theavailability of subchannel

k as represented byφk.

Once (4.23) is solved for all subcarriers (k = 1, · · · ,K), the overall Lagrange dual

functionD(λ) in (4.19) can be evaluated for the fixedλ. Finally, it remains to findλ∗ � 0

that minimizesD(λ). This can be efficiently done by iteratively updatingλ utilizing a

subgradient-based or an ellipsoid method until convergence of λ. At that point, the sum

interference, induced by transmission from secondary BS toall of its multicast groups, to

each primary user’s frequency band also converges, and (positive) optimal powers have

been distributed to the eligible multicast groups.

The update ofλ may be performed as follows:

λ(t+1)
n =



λ(t)
n − δ(t)



I
(n)
th −

G
∑

g=1

K
∑

k=1

Pg,k Ǐ
(n)
k









+

, (4.24)

for n = 1, · · · , N , whereδ(t) > 0 is a sequence of scalar step sizes. This subgradient update

is guaranteed to converge to the optimalλ∗ as long asδ(t) is chosen to be sufficiently small.

A popular choice is thatδ(t) is square summable but not absolute summable, for instance,

δ(t) = β
t , for some constantβ > 0.

The overall proposed dual scheme is summarized in Table 4.1.Note that the search for

the best pairs of subcarriers and multicast groups (in Lines3–8) has the form of a Greedy

Algorithm [54]. It is also important to stress out that as thenumber of subcarriers goes to
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infinity, the gap between primal and dual optimal solutions vanishes quickly to zero. In

practice, OFDM systems employ very large number of subcarriers (for example, as many

as4096), thus the optimal solution, obtained in the dual domain by the proposed scheme,

virtually becomes a global optimum of the primal problem (4.10)–(4.13), with a negligible

duality gap. Evidently, this demonstrates the practical optimality achieved by our proposed

design.

4.4.2 Complexity Analysis

For a fixedλ, solving problem (4.19) requiresO(KG) executions. An ellipsoid method

used to updateλ converges inO(N2) iterations. Therefore, the total complexity of the

proposed dual scheme isO(KGN2), which is only linear in the number of subcarriers.

Since the number of subcarriers is often large in practical scenarios, a huge reduction in

computational burden is expected from the proposed dual scheme as compared to, at least,

O(KGK) operations (for a simple case with onlyN = 1 primary user) by an optimal ex-

haustive search. Certainly, this is a highly desirable feature of adaptive algorithms designed

for wireless communication systems where resolutions often need to be found within a very

short time due to the dynamics of wireless channels.

4.4.3 Application of Dual Method to Other Types of Rate-lossFunction

As seen before, the choice of a linear rate-loss function makes the problem more straight-

forward to analyze and a water-filling solution of power can be obtained as in (4.21). How-

ever, other rate-loss functions such as those illustrated in Fig. 4.2 could also be possible,

and the proposed dual scheme is completely applicable in such cases.

If L(Pg,k) is concave and differentiable, a closed-form solution for the per-subcarrier

problem can be obtained. For instance, letL(Pg,k) = C · log(Pg,k) then the objective of the

maximization in the per-subcarrier problem is also a concave function ofPg,k. Solving a

quadratic equation will yield an analytical solution for the optimalP ∗
g,k. On the other hand,

if the rate-loss function is not concave (for instance, exponentialL(Pg,k) = C · (ePg,k−1)),

an exhaustive search is normally required to determine the solution of the per-subcarrier

problem. Nevertheless, since this problem is unconstrained, it is easier to handle than the

original one. Indeed, any other form of the rate-loss function only leads to a difference

in the resolution of per-subcarrier problems, whereas all other steps in the proposed dual

scheme still remain unchanged.
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Figure 4.2: Some common rate-loss functions.

4.4.4 Effects of Adjacent Subcarrier Nulling Technique

The study in [43] proposes the method of dynamically deactivating subcarriers as a

countermeasure to reduce the amount of interference from secondary to primary bands.

Essentially, the suggested approach provides flexible guard bands between primary and

secondary users by nulling subcarriers adjacent to the primary users’ bands. However,

this benefit comes at the cost of sacrificing bandwidth and, consequently, throughput of

secondary users. It is therefore critical to balance the contradicting requirements of reducing

interference and achieving the highest possible throughput of secondary users.

The computational complexity needed to find the optimal solutions in the proposed

dual scheme can be further reduced by applying the adjacent subcarrier nulling method

since the number of subcarriersK decreases. As well, more power can be distributed into

the far-away subcarriers for a given interference threshold I
(n)
th . However, nulling adjacent

subcarriers also reduces the available degree of freedom, which is the number of available

subcarriers for possible transmission from the secondary BS to its own users, and in turn

leads to a decrease in the throughput achieved by all cognitive multicast groups. For this

reason, only the deactivation of a few adjacent subcarrierson each side of primary users’

bands are normally recommended.
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4.5 Numerical Examples

4.5.1 Simulation Setup and Assumptions

We consider a wireless system in which the primary BS communicates withN primary

users. The primary-user frequency bands are predeterminedin the available spectrum. All

the primary user signals are assumed to be elliptically filtered white noise with equal am-

plitude PPU = 1. To exploit temporary unused spectrum holes, a secondary BSis also

allowed to simultaneously transmit toG = 2 multicast groups, each respectively consists

of |M1| = 5, |M2| = 3 secondary users. The number of OFDM subcarriers used by the

secondary BS isK, and the unused frequency bands are located on the sides of the already

occupied bands. Moreover, the probability that primary users reoccupy unused subchannel

k is assumed to beφ for all k.

In the computation of attainable sum rates,100 sets of independent channel coefficients

{g(n)
SP }, {gPS

m,k} and{hSS
m,k} are randomly generated according to the Rayleigh distribution.

The average channel gains, the noise power of each subcarrier, the OFDM symbol duration,

and the individual subcarrier bandwidth are all normalizedto 1. It is further assumed that

perfect coding is employed, which means thatΓ = 1. Since all the spectral distancesd
(n)
k

can be determined, it is possible to compute the interferences Ǐ
(n)
k , J

(n)
m,k, and the CSINR

of individual secondary userαm,k. Then, the equivalent CSINR of groupMg on subcarrier

k is simply γg,k = minm∈Mg αm,k. In addition, both groups are assumed to have equal

priority w1 = w2 = 0.5. For brevity, the numerical examples are only performed forthe

case of linear rate-loss functionL(Pg,k) = C · Pg,k.

4.5.2 Simulation Results

In order to confirm the practical optimality achieved by the proposed dual scheme,

we first study a simple case withN = 1 primary user,K = 8 OFDM subcarriers and

L(Pg,k) = 0. Fig. 4.3 plots the actual achieved throughput by both the dual optimization

and the direct exhaustive search. As can be seen, the two ratecurves are almost indistin-

guishable. The very small gap between the primal optimum obtained by exhaustive search

and the dual optimum is also shown in Table 4.2. Note that the duality gap is already

insignificant even with only8 active subcarriers. Furthermore, we examine the case of mul-

tiple primary usersN = 2, a larger number of OFDM subcarriersK = 36 and a positive

rate loss. Since it is too complex to carry out an exhaustive search to find the optimal so-
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Figure 4.3: Comparison of dual optimization and exhaustivesearch methods forN =
1,K = 8, L(Pg,k) = 0.

Table 4.2: Average duality gap forN = 1,K = 8, L(Pg,k) = 0

Interf. limit Ith 0.0100 0.0400 0.0700 0.1000 0.1300 0.1600 0.1900

Abs. gap|D∗ − f∗| (×10−3) 1.1831 0.0250 0.2934 0.0009 0.0003 0.3043 0.0004

Rel. gap|D∗−f∗

f∗ | (×10−3) 5.1783 0.0465 0.3966 0.0010 0.0003 0.2654 0.0004

lutions of (4.10)–(4.13) in this case, we instead verify that Condition 2 stated in Section

4.3 is met. For a randomly chosen instance of channels and with different values ofC and

φ, Fig. 4.4 demonstrates that the total expected rate-sum at optimality is indeed a concave

function of Īth = [I
(1)
th , I

(2)
th ]. It is expected that the concavity of optimal throughput with

respect tōIth becomes even more visible as the number of subcarriersK is much larger

than36. From Condition 2, this observation implies a negligible duality gap and, again, in-

dicates that the solution obtained by the proposed dual method is virtually the primal global

optimum. Therefore, in what follows, all the simulation results are presented for this more

practical scenario withN = 2 primary users andK = 36 OFDM subcarriers.

AssumingC = 0.1 andφ = 0.02, Figs. 4.5a and 4.5b illustrate the actual convergence

process of the sum interference introduced to each primary user and that of the achieved

data rate for a snapshot of channel at interference threshold I
(1)
th = I

(2)
th = Ith = 0.1, re-

spectively. As can be seen, the dual optimization scheme converges very fast (after only
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Figure 4.4: Concavity of the optimal throughput forN = 2,K = 36, L(Pg,k) > 0.
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Figure 4.5: Convergence process of the proposed dual scheme.

few hundred of iterations) and the constraints on interference limits are met with equal-

ity. Together with the above-confirmed practical optimality, this quick-converging feature

certainly makes the proposed design highly attractive for practical wireless applications.

To clearly evaluate the effect of adjacent subcarrier nulling technique, Fig. 4.6 plots

the total system throughput (assuming no rate loss) as well as individual group rates ob-

tained by the proposed scheme, with and without nulling adjacent subcarriers on each side
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Figure 4.6: Effect of adjacent subcarrier nulling (with zero rate-loss assumed).

of the primary users’ bands. Note that only deactivating1 and2 adjacent subcarriers are

considered in the simulations. It is clear that the multicast group with more user members

(that is, groupM1) achieves a higher rate as it is allocated more subchannels in the unused

spectrum. Moreover, although the attainable rates in the1−nulling and2−nulling cases

actually decrease as the adjacent subcarriers are assignedzero power even when their re-

spective channel conditions are very good, the degradationis minor. This is possibly due

to the compensation provided by the so-called multiuser diversity, and to the fact that the

equivalent CSINR of each multicast group is determined by user with the worst channel

condition.

Finally, the consequences of varying different rate-loss parameters on the system through-

put are assessed. Figs. 4.7, 4.8 and 4.9 exhibit the behaviors of achieved data rate for several

selected values ofC, φ andIth. It is apparent that increasing rate-loss (that is, by increas-

ing C and/orφ) results in a decrease in the attained throughput. In particular, if the OFDM

subchannels are too busy or secondary access of the available resources is too costly, the

achievable data rates of cognitive radio network may even approach zero. Clearly, the

performance of resource management algorithms designed for cognitive radio network de-

pends very much on the activities of primary users on the spectrum available for secondary

access, which are quantified by a loss in the achieved sum rates.
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Figure 4.7: Attained system throughput for a fixedIth = 0.10.
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Figure 4.8: Attained system throughput for a fixedφ = 0.02.

4.6 Concluding Remarks

In this chapter, we have proposed a dual scheme for the allocation of subcarriers and

power to maximize the expected throughput of a secondary network employing OFDMA,
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Figure 4.9: Attained system throughput for a fixedC = 0.2.

subject to tolerable interference at the primary users in cognitive radio settings. The solu-

tion also takes into account the subchannel availability orthe primary users’ activities by

incorporating a rate-loss function in the design. Global optimality can be achieved by the

devised scheme for a realistically large number of OFDM subcarriers. Further, the pro-

posed dual optimization method can handle both unicast and multicast transmissions, and

its complexity is only linear in the number of subcarriers. The effects of nulling adjacent

subcarriers on the proposed design have also been investigated. Numerical results confirms

the potential benefits of our proposed approach.

63



Chapter 5

Conclusion

5.1 Summary

Much of the existing work, relating to the problems of resource allocation in OFDMA-

based wireless systems, focuses on finding efficient subcarrier assignment and power con-

trol schemes. In systems employing multicast transmission, the present solutions in lit-

erature are not always applied. Further, when the number of OFDM subcarriers utilized

is practically large, the existing approaches are, as best,inaccessible since they involve

prohibitively high computational effort. The aim of this thesis is therefore to provide effec-

tive and affordable mechanisms to share out the available resources in multicast wireless

systems deploying OFDMA technology. Through the application of various mathematical

optimization techniques such as genetic algorithm and Lagrangian dual optimization, sub-

optimal and optimal solutions with high performance and yetof acceptable complexity have

been presented for different system models. Specifically, we have studied the resource man-

agement problems in two contexts, formally described them as mathematical optimization

programs, and subsequently provided the solution methods.The novelties of the proposed

designs have been confirmed and their performance have been verified by simulation with

the illustration of numerical examples.

In the first design, we aim at maximizing the total sum rates ofa conventional OFDMA-

based multicast network while ensuring a flexible and effective control of the spectrum

shares among individual multicast groups. Three novel schemes, which are shown to offer

high system throughput with significantly reduced computational complexity, have been de-

vised. The first two solutions are based on separate optimization of subcarriers and power,

while the last one is obtained with a modified genetic algorithm. In the separate opti-

mization schemes, the subcarrier allocation ensures minimum numbers of subcarriers to be
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assigned to individual groups according to their respective channel gains and group sizes,

while power is distributed in a water-filling fashion. With the scheme based on the modi-

fied genetic algorithm, the jointly optimal subcarrier-power allocation is iteratively evolved

through a global search while satisfying the imposed bandwidth constraints among differ-

ent multicast groups. The proposed approaches, whose complexity is totally affordable,

are particularly relevant for cost-effective and delay-sensitive wireless applications which

require the resource allocation to be completed within a short time due to the dynamics of

wireless channels.

In the second design, we consider the aspect of primary user activity or subchannel

availability in optimally managing the resources of an OFDMA-based cognitive radio mul-

ticast network. For this purpose, a risk-return model is presented and a general rate loss

function, which gives the rate loss whenever primary users reoccupy the temporarily avail-

able subchannels, is defined. Taking the maximization of theexpected sum rate of sec-

ondary multicast groups as the design objective, a practically optimal subcarrier and power

allocation scheme is proposed under constraints on the tolerable interference thresholds at

individual primary user’s frequency bands and also on the dynamics of primary users in

the accessible radio spectrum. Specifically, the original challenging non-convex optimiza-

tion problem is solved effectively via a dual optimization framework, and as the number

of subcarriers becomes realistically large, the duality gap between primal and dual opti-

mal solutions turns out to be negligible. Even more attractively, complexity of the derived

scheme grows only linearly in the number of subcarriers, representing a huge reduction in

computational burden. Accordingly, it can be claimed that the proposed solution is capable

of achieving the global optimality with a fast computational time in practical systems in

which a large number of OFDM subcarriers is normally deployed.

5.2 Future Work

Throughout this work, we have assumed that various parameters such as the number of

users in individual multicast groups, the channel gains andthe interference thresholds are

fixed. In practical systems, however, the number of active users may be highly dynamic

due to users leaving and joining the systems. Further, the link quality and the interference

levels may vary quickly, especially in environments involved a high degree of mobility.

Under those circumstances, the solutions, once computed for the fixed scenarios, may no
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longer be valid. A more appropriate and practical approach could involve the application of

stochastic optimization in analyzing such cases [55,56].

Moreover, it is note-worthy that the power control and subcarrier assignment schemes

presented in this work are centralized, where the base station dictates and assigns subcarrier

as well as transmitted power levels to its users based on, forinstance, their channel qualities.

The resource allocation can also be accomplished in a distributed manner, in which users

compete for the subchannels and update their powers autonomously, independent of the

base station, based on the perceived service quality. In such distributed settings, the wireless

users can be realized as selfish agents or players who try to maximize their utilities (for

example, the corresponding throughput). Hence, game theory could be a more powerful

tool to study such scenarios [57,58].
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Appendix A

Ideal Structure of an OFDM System

Figure A.1: Structure of an OFDM system. Taken from [1, p.387].

Block diagram of an ideal OFDM transceiver is depicted in Fig. A.1. On the transmitter

side, the input bit stream is first modulated by a Quadrature Amplitude Modulator (QAM)

to create a symbol streamX of N complex symbols. A serial-to-parallel converter is used
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to split this stream of symbols intoN parallel QAM symbolsX[0],X[1], . . . ,X[N − 1] to

be transmitted over each of theN sub-carriers. These frequency components are converted

into time samples by an Inverse-FFT (IFFT), yielding an OFDMsymbol which consists of

N elements:

x[n] =
1√
N

N−1
∑

i=0

X[i]ej2πni/N , 0 ≤ n ≤ N − 1. (A.1)

More generally, the length-N vectorX can be written as

X = [X[0],X[1], . . . ,X[(Nact − 1)/2], 0, 0, . . .

0, 0,X[(Nact − 1)/2 + 1], . . . ,X[Nact − 1]], (A.2)

which represents one OFDM symbol, where the number of activesub-carriers conveying

information isNact (that is, there areNact QAM symbols), while the other carriers are set

to zero to avoid spectral overlapping. This can also be thought of as a form of up-sampling,

as the rate at the output of the IFFT will be increased. The cyclic prefix is then added as a

guard interval to the OFDM symbol. The role of cyclic prefix isto eliminate inter-symbol

interference between data blocks as it ensures the channel output is a circular convolution.

The parallel-to-serial converter is employed to reorder the time samples before passing them

through a digital-to-analog (D/A) converter to obtain the baseband OFDM signalx(t). This

signal is then upconverted to frequencyfc and sent to the channel.

The transmitted signal is filtered by channel impulse response, corrupted by noise and

the signals(t) is received at the receiver front end. Here, the received signal is first down-

converted to baseband before being passed through a low-pass filter to remove all the high-

frequency components. The resulting continuous-time signal r(t) is then converted to a

digital signal by an analog-to-digital (A/D) converter. The cyclic prefix of this digital sig-

nal is removed, and the remaining serial time samples are then converted intoN parallel

symbolsx̂[0], x̂[1], . . . , x̂[N − 1]. An FFT, whose outputŝX[0], X̂[1], . . . , X̂[N − 1] will

be parallel-to-serial converted, is used to obtain scaled versions of the original symbols. Fi-

nally, the symbol streamX is demodulated by a QAM demodulator to recover the original

data. In the case when up-sampling is considered, to avoid spectral overlap, the output of the

N -point FFT, will conveyNact sub-carriers of data, while the other carriers will be equalto

zero plus the additive channel noise. The samples containing additive channel noise can be

removed before parallel-to-serial conversion. This operation is a form of down-sampling,

as it is the inverse of the up-sampling process (by zero padding) at the transmitter.
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Appendix B

Capacity of Multicarrier Multicast
Systems

Consider a conventional multicast transmission from BS to agroup ofK active users

overM OFDM subcarriers1. Upon definingX(m)
k (m = 1, · · · ,M ; k = 1, · · · ,K) the

random variable representing the signal-to-noise ratio (SNR) of userk on subcarrierm

and denotingX(m)
(1) = min{X(m)

1 ,X
(m)
2 , · · · ,X(m)

K } the group equivalent SNR on that

same subcarrier, the multicast transmission rate at which BS transmits to all theK users on

subcarrierm can be written as

R
(m)
MC = log2

(

1 + X
(m)
(1)

)

. (B.1)

The system multicast capacity over allM subcarriers is then

CMC =

M
∑

m=1

K ·R(m)
MC. (B.2)

The ergodic capacity for multicast service now becomes

E{CMC} =
M
∑

m=1

E
{

K · log2

(

1 + X
(m)
(1)

)}

, (B.3)

For Rayleigh fading channels, we have the following result.

Proposition B.0.1 Assume thatX(m)
k , k = 1, · · · ,K are i.i.d exponential random vari-

ables with parameterβ(m), the ergodic capacity defined in (B.3) only depends onβ(m) in

the limit asK → ∞. If we further assume thatβ(1) = β(2) = · · · = β(M), the ergodic

capacity increases linearly withM in the limit asK →∞.

1A version of this appendix has been presented in [21].
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Proof B.0.1 The proof is based on [59]. From the pdf ofX
(m)
k which is

f(x) =
1

β(m)
e
− x

β(m) , (B.4)

the pdf ofX(m)
(1) can be derived via order statistics as

f(1)(x) =
K

β(m)
e
− Kx

β(m) . (B.5)

The ergodic capacity multi-carrier multicast system can beexpressed as

E{CMC} = E
{

M
∑

m

C
(m)
MC

}

=
M
∑

m=1

E
{

K · log2

(

1 + X
(m)
(1)

)

}

=

M
∑

m=1

K ·
∫ ∞

0
log2 (1 + x) f(1)(x)dx

=

M
∑

m=1

K2

β(m)
·
∫ ∞

0
log2 (1 + x) e

− Kx

β(m) dx (B.6)

Applying the result in [59] and by the change of variableu = t− K
β(m) , (B.6) simplifies to

E{CMC} = log2 e ·
M
∑

m=1

β(m)

∫ ∞

0

e−u

1 + β(m)u
K

du. (B.7)

AsK →∞, (B.7) becomes

lim
K→∞

E{CMC} = log2 e ·
M
∑

m

β(m). (B.8)

If we further assume thatβ(m) = β̄, ∀m, then (B.8) evaluates to

lim
K→∞

E{CMC} = log2 e ·M · β̄. (B.9)

This completes the proof.

For Ricean fading channels, analyzing the ergodic multicast capacity is challenging

since the Ricean distribution involves the modified Bessel function. Instead, we claim that

a similar result applies for the case of Ricean fading and verify it with simulation results in

the following.

Assuming that the average SNR is normalized to1, Figs. B.1 and B.2 demonstrate

the dependence of multicast ergodic capacity on the group sizes and on the number of
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Figure B.1: Ergodic multicast capacity as a functions of group size, assuming all the users
have an identicalKfactor.
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Figure B.2: Ergodic multicast capacity as a function of the number of subcarriers, assuming
all the users have an identicalKfactor.

subcarriers, respectively. As the group sizeK increases, the capacity becomes saturated

and independent ofK for multicast systems employingM = 10 subcarriers. However, the

capacity of a multicast system withK = 100 users employing conventional transmission

increases linearly with the number of subcarriers.
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Appendix C

Multi-level Water-filling for
Non-convex Multicarrier Resource
Allocation

In this appendix, we shall establish that although it is possible to directly derive an op-

timal solution for the design problem (4.10)–(4.13) in the primal domain, the complexity

of such approach is actually exponential in the number of OFDM subcarriers. For simplic-

ity, let us consider the case ofN = 1 primary user and zero rate-lossL(Pg,k) = 0. The

optimization problem can now be reduced to

max
{Pg,k}

G
∑

g=1

K
∑

k=1

wg|Mg|
K

log2(1 + γg,kPg,k) (C.1)

s.t.
G
∑

g=1

K
∑

k=1

Pg,k Ǐk ≤ I
(1)
th , (C.2)

Pg,k ≥ 0; g = 1, · · · , G, k = 1, · · · ,K, (C.3)

Pg,kPg′,k = 0; ∀g′ 6= g. (C.4)

Let Sg denote the set of subcarriers allocated to tone groupg. For any fixed channel as-

signmentSg, problem (C.1)–(C.4) is convex and thus its optimal solution can be determined

from the KKT conditions as follows.

P ∗
g,k =

(

wg|Mg|
KǏk log 2

· µ− 1

γg,k

)+

, (C.5)

µ =
I
(1)
th +

∑G
g=1

∑

k∈{Sg:Pg,k>0}
Ǐk

γg,k

∑G
g=1

wg|Mg||Sg|
K log 2

. (C.6)

Clearly, this is a form of multi-level waterfilling wherein the number of used OFDM sub-

channels needs to be optimized until all powers are positive[60]. As finding optimal sub-
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channel assignment amongG groups of secondary users requiresGK searches, the overall

optimization requiresO(KGK) operations which is exponentially complex.

Also notice that the analytical solution in the above derivation is possible due to the

many simplified assumptions. In the presence of a positive rate loss function and multiple

primary users, the optimal search in the primal domain wouldbe far more complicated.

This emphasizes the need of having more suitable approachesto efficiently solve the design

problem (4.10)–(4.13).
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