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A System Architecture Solution for Unreliable
Nanoelectronic Devices

Jie Han and Pieter Jonker

Abstract—Due to the manufacturing process, the shrinking of
electronic devices will inevitably introduce a growing number of
defects and even make these devices more sensitive to external in-
fluences. It is, therefore, likely that the emerging nanometer-scale
devices will eventually suffer from more errors than classical sil-
icon devices in large scale integrated circuits. In order to make
systems based on nanometer-scale devices reliable, the design of
fault-tolerant architectures will be necessary. Initiated by von Neu-
mann, the NAND multiplexing technique, based on a massive du-
plication of imperfect devices and randomized imperfect intercon-
nects, had been studied in the past using an extreme high degree
of redundancy. In this paper, thisNAND multiplexing is extended to
a rather low degree of redundancy, and the stochastic Markov na-
ture in the heart of the system is discovered and studied, leading to
a comprehensive fault-tolerant theory. A system architecture based
onNAND multiplexing is investigated by studying the problem of the
random background charges in single electron tunneling (SET) cir-
cuits. Our evaluation shows that it might be a system solution for
an ultra large integration of highly unreliable nanometer-scale de-
vices.

Index Terms—Computer architecture, fault tolerance, Markov
processes, multiplexing, nanotechnology, stochastic system.

I. INTRODUCTION

T HIS PAPER presents an evaluation of theNAND multi-
plexing technique as originally introduced by von Neu-

mann [1]. Our evaluation leads to the possibility to calculate
optimal redundancies for nanoelectronic system designs, using
statistical analysis of chains of stages, each of which contains
many NAND circuits in parallel. Basically, a singleNAND (or
NOR) gate design is sufficient for the implementation of a com-
plex digital computer. Currently, logic gates are made of rea-
sonably reliable field effect transistor (FET) circuits, however,
future logic circuits may be built up from less reliable devices,
among which the single electron tunneling (SET) technology
is one of the most visible circuits dawning. The shrinking of
nanometer-scale devices will introduce more defects in the man-
ufacturing process and make them more sensitive to external in-
fluences such as cosmic radiation, electromagnetic interference,
thermal fluctuations, etc. Permanent faults may emerge during
the manufacturing process, while transient ones may sponta-
neously occur during the computer’s lifetime. It is, therefore,
likely that the emerging nanometer-scale devices will eventually
suffer from more errors than classical silicon devices in large
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scale integrated circuits. In order to make future systems based
on nanometer-scale devices reliable, the design of fault-tolerant
architectures will be necessary.

In 1952, von Neumann initiated the study of using redundant
components to obtain reliable synthesis from unreliable com-
ponents, namely, the multiplexing technique [1]. It was then
theoretically demonstrated that with an extreme high degree of
redundancy, the integration of unreliable logic units could be
made reliable. In his construction, von Neumann considered
two sets of basic logic, the Majority Voting andNAND logic,
and assumed that they are not completely reliable, i.e., each of
them fails with constant probability. By using a bundle of unre-
liable gates functioning as an ideally reliable one, von Neumann
proved that if the failure probability of the gates are sufficiently
small and the failures are statistically independent, computa-
tions may be done reliably with a high probability. However,
the construction requires a large number of redundant compo-
nents, which was seen as a major shortcoming of this method.

In 1977, Dobrushin and Ortyukov provided a rigorous proof
to improve von Neumann’s result [2], showing that logarithmic
redundancy is actually sufficient for any Boolean function [2]
and, at least for certain Boolean functions, necessary [3]. This
argument was later strengthened by Pippenger, Stamoulis and
Tsitsiklis [4]. In 1980s, Pippenger proved that a variety of
Boolean functions may be computed reliably by noisy networks
requiring only constant multiplicative redundancy [5], [6]. Fur-
thermore, it was shown that von Neumann’s construction works
only when the failure probability per gate has a limit strictly
smaller than 1/2, and that computations with failures due to
noise proceed more slowly than in the absence of failures, since
a fraction of the layers has to be devoted to correction [7], [8].

Current fault-tolerant techniques are basically built on redun-
dancy technologies:

• -tuple modular redundancy (NMR) [1] (e.g., triple mod-
ular redundancy or TMR [9]);

• reconfiguration [10], [11].
A reconfigurable architecture is a computer architecture

which can be configured or programmed after fabrication
to implement desired computations. Faulty components are
detected during testing and excluded during reconfiguration.
Reconfigurable computers have been successfully implemented
for the protection against permanent failures, mainly generated
during manufacturing, however, they are much less efficient in
the protection against transient ones [12].

NMR systems use redundant components to mask the effect
of faulty components. In TMR, which is the most general tech-
nique of NMR, three identical modules perform the same com-
putation, and a voter accepts outputs from all three modules,
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producing a majority vote at its output. With NMR the effect
of modest transient errors are effectively eliminated, however
some critical components (e.g., the Majority Voting logic in
TMR) have to be highly reliable.

Since nanometer-scale devices will be much smaller than cur-
rent CMOS devices, the device failure rate increases due to
the limit of manufacturing and less amiable operating environ-
ments. The unreliability of devices is crucial in that in some
cases it prevents promising nanometer-scale devices from being
used in large-scale applications, such as the SET technology in-
fluenced by random background charges [13]. In this paper, we
seek fault-tolerant architectures for unreliable nanoelectronic
devices, by extending the study of von Neumann’sNAND mul-
tiplexing to a rather low degree of redundancy. The problem of
the random background charges in SET circuits is addressed to
study a system architecture based onNAND multiplexing as a so-
lution for the integration of unreliable nanometer-scale devices.

Within a digital computer, the bulk of the logic gates is spent
on memory and caches. The processor itself is made from a
number of functional units, each of which can be separated into
function blocks. Let us assume that the function block on the
most refined level evaluates its inputs and produces a stable
output within one clock cycle. Within this function block, many
logic circuits may be cascaded, however to avoid timing prob-
lems (hazard) usually the number of circuits cascaded and hence
the possible paths from inputs to outputs through the various
logic circuits is kept within bounds, and hence their path lengths
are similar. Such function blocks are found everywhere in the
processor and in memory. In this paper, we make an abstraction
of such a function block and assume at first, to be able to make
a statistical analysis, that it is made entirely out ofstages of
parallelNAND gates. In a design with unreliable logic, the upper
bound is that we must replace each logic gate with unre-
liable – hopefully much smaller – gates. However, we hope to
prove in future work, that due to the logic design of the function
block, we may end up with less redundancy.

The paper is organized as follows. Von Neumann’sNAND

multiplexing theory is briefly reviewed in Section II, and is ex-
tended to a rather low degree of redundancy in Section III. In
Section IV we study the stochastic Markov nature of a multi-
stage multiplexing system, and in Section V we give discus-
sions. In Section VI the application ofNAND multiplexing to
be used in a nanoelectronic computer architecture is addressed.
Section VII concludes the paper.

II. VON NEUMANN’S THEORY ON NAND MULTIPLEXING

A. A NAND Multiplexing Unit

Consider aNAND gate. Replace each input of theNAND gate
as well as its output by a bundle of lines, and duplicate the
NAND times, as shown in Fig. 1. The rectangle U is supposed
to perform a “random permutation” of the input signals in the
sense that each signal from the first input bundle is randomly
paired with a signal from the second input bundle to form the
input pair of one of the duplicatedNAND’s.

Let be the set of lines in the first input bundle being stimu-
lated (a logic TRUE or “ 1 ”). Consequently, ( ) lines are
not stimulated (they have the value FALSE or “ 0 ”). Letbe

Fig. 1. A NAND multiplexing unit.

the corresponding set for the second input bundle; and letbe
the corresponding set for the output bundle.

Assume that the failure probability of aNAND gate is a con-
stant and assume that the type of fault theNAND makes is that
it inverts its output; i.e., acts as anAND gate (a von Neumann
fault). Let ( , , ) have ( , , ) elements. Clearly
( , , ) are relative levels of excitation of the two input bun-
dles and of the output bundle, respectively. The question is then:
what is the distribution of the stochastic variablein terms of
the given and ?

With an extremely large , von Neumann had concluded that
is a stochastic variable, approximately normally distributed

[1]. He also gave an upper bound for the failure probability
per gate that can be tolerated, . Recently, it was
shown that if eachNAND gate fails independently, the tolerable
threshold probability of each gate will be

[14] (although this result is obtained by formulas
constructed from noisyNAND gates rather than circuits). In other
words, according to von Neumann, if , the failure prob-
ability of the NAND multiplexing network will be larger than a
fixed, positive lower bound, no matter how large a bundle size

is used.

B. The Restorative Unit

If we assume that the two input bundles have almost the same
stimulated or nonstimulated levels (which is likely in circuits),
it is then intuitively known that:

• if almost all lines of one input bundle are stimulated and
almost all lines of the other bundle are nonstimulated, then
the error probability of the output bundle (NAND; hence,
the probability of the number of lines that are nonstimu-
lated) will approximately be the same as the error proba-
bility in either one of the input bundles;

• if almost all lines of both input bundles are nonstimulated,
then the error probability of the output bundle (NAND;
hence the probability of the number of lines that are non-
stimulated) will be smaller than the error probability in
either one of the input bundles;

• if almost all lines of both input bundles are stimulated,
then the error probability of the output bundle (NAND;
hence the probability of the number of lines that are stim-
ulated) will be larger than the error probability in either
one of the input bundles.

For this last case, we need a unit that restores the original
stimulation level without destroying theNAND function.

Von Neumann had built a multiplexing system with two types
of units, the first being the executive unit, which performs the
NAND function and the second a restorative unit which annuls
the degradation caused by the first one [1]. The restorative unit
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Fig. 2. NAND multiplexing system.

was made by using the sameNAND multiplexing technique while
duplicating the outputs of the executive unit as the inputs. To
keep theNAND function, the multiplexing unit was iterated to
give the effective restoring mechanism [1], see Fig. 2.

III. ERRORDISTRIBUTIONS IN A MULTIPLEXING UNIT

A. An Alternative Method

TheNAND multiplexing unit was constructed as Fig. 1. In this
section an alternative method is given to extend the study of the
NAND multiplexing technique from an extreme high degree to a
rather low degree of redundancy.

Let us consider a singleNAND gate in theNAND multiplexing
scheme. We still assume that there are and input lines
stimulated. If the error probabilities in the two input lines are
independent, the probability of the output of theNAND gate that
is found stimulated (by at least one nonstimulated input) is

(assuming that theNAND gate is fault-free). If eachNAND

gate has a probability of making a (von Neumann) error, the
probability of its output being stimulated is:

(1)

For other types of faults (such as fault models Stuck-at-0 and
Stuck-at-1) has slightly different appearance, however, at first
it is reasonable to take the von Neumann model as representa-
tive.

For eachNAND gate, thus, the probability of the output to be
stimulated (event 1) is and the probability to be nonstimu-
lated (event 0) is . If the NAND gates function indepen-
dently, the entireNAND multiplexing unit constitutes a Bernoulli
sequence. The distribution of the probability of stimulated out-
puts is, therefore, the binomial distribution. The probability of
exactly outputs being stimulated is then

(2)

When is extremely large and is extremely small, the
Poisson Theorem gives us

(3)

where

(4)

Given extremely large and extremely small, therefore,
the distribution of probability of exactly outputs from the

output lines of theNAND multiplexing unit being stimulated
could be approximately a Poisson distribution.

If both inputs of theNAND gates are expected to be in stimu-
lated states, the stimulated outputs are then considered as faulty
ones. To evaluate the effect of faults, the probability of possible
errors below an acceptable threshold level, i.e., , needs
to be computed. Since the number of the stimulated outputs is
a stochastic variable, which comply with the binomial distri-
bution, the De Moivre-Laplace Theorem [15], whenis ex-
tremely large and , applies

(5)

replacing

(6)

then

(7)
The probability density of can be obtained now as:

(8)

This shows that the probability of the number of stimulated
outputs (event 1) of theNAND multiplexing unit could be ap-
proximated by a normal distribution with mean and stan-
dard deviation , when is extremely large and

.

B. Numerical Evaluation

Consider next the fault distribution of theNAND multiplexing
unit for different and within certain ranges. We assume
that the largest possible error ratefor a future nanoelectronic
system is 0.1 , meaning that one of ten devices is faulty on av-
erage. Consequently, theunder investigation will be in the
range of [0,0.1]. We further assume that the input excitation
rates are identical to each other, i.e., . This is often true
for circuits using similar devices. Hence, the fault probability of
one output of theNAND multiplexing unit, i.e., the probability of
an output line being stimulated, becomes

(9)

For simplicity, we assume . Replacing with
in (9)

(10)

For , the formula (10) is monotonically-increasing as
varies from 0 to 0.5. For a typical, say, 0.1, .

This condition does not favor a conclusion in the direction of a
Poisson distribution.

We proceed with a study on the approximation of a Poisson
and a Normal distribution to the binomial distribution for dif-
ferent sizes of theNAND multiplexing unit, i.e., for different .
We first take . Specifying and 10 ,
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Fig. 3. The fault distributions (N = 1000, " = 10 ).

Fig. 4. The cumulative fault distributions (N = 1000, " = 10 ).

the probability (density) of the binomial, Poisson, and Normal
distribution against the number of faulty outputs are plotted in
Fig. 3. As the probability of possible errors below an accept-
able threshold level is an important feature to eval-
uate the approximations, the cumulative probability distribution

for the binomial, Poisson and Normal distribution
are plotted as well, in Fig. 4. We can see that in both figures
the Normal distribution is in good accordance with the binomial
distribution, while the Poisson distribution is not. The approx-
imation for the Normal distribution is very well kept when
varies in the range [0.7,0.9] andvaries in the range [0,0.1].
Obviously, the larger is, the better the approximation. If
is large enough, the error probability of theNAND multiplexing
unit is approximately normally distributed.

Now consider the case that 100. We still set 0.8 and
10 . The fault probability and cumulative distributions

are shown in Figs. 5 and 6, respectively. In Fig. 5, the proba-
bility density of the Normal distribution fits in quite well with
the samples of the binomial distribution. As the total samples

is not so large here, on the other hand, the discrete binomial
distribution is no longer appropriately described by the Normal
distribution. Therefore, as shown in Fig. 6, neither Normal nor
Poisson gives good approximation to the binomial for the cu-
mulative distribution.

Fig. 5. The fault distributions (N = 100," = 10 ).

Fig. 6. The cumulative fault distributions (N = 100," = 10 ).

Therefore, in terms of the probability (density) and the cumu-
lative probability distribution, the error probability of theNAND

multiplexing unit can be approximated by the Normal distribu-
tion when .

IV. ERRORDISTRIBUTIONS IN A MULTISTAGE SYSTEM

A. For Modest ( )

We have discussed the set-up of aNAND multiplexing system
as depicted in Fig. 2, which executes multipleNAND opera-
tions in parallel. If there are of the incoming lines stim-
ulated for both inputs of the executive unit in theNAND multi-
plexing system, and eachNAND gate has a definite probability
of making a (von Neumann) error, according to (1) and (2), the
probabilities of the stimulated outputs, , and of the three
multiplexing units in cases of the corresponding stimulated in-
puts , , and are given by

(11)

(12)

(13)
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where

(14)

(15)

(16)

Noting the stochastic nature of , , and , the probabili-
ties of them being stimulated in all cases are then obtained by

(17)

(18)

(19)

In (17)-(19) the most significant parts are the conditional
probabilities, , and (which
is with fixed ). For any identical set of inputs and
outputs, all the three conditional probabilities are the binomial
distribution with identical parameters, i.e.

(20)

where

(21)

Therefore, a matrix , whose elements
are , , can be made as
shown in (22), so that all conditional probabilities for any set
of ( ) are included

(22)

Accordingly, given a fixed input distribution

(23)

where is the probability of inputs being stimulated, the stim-
ulated output distributions of (17), (18) and (19) are given by

(24)

(25)

(26)

B. A Stochastic Markov Chain

The number of stimulated outputs of eachNAND multiplexing
stage is actually a stochastic variable and its state space is

. If we name this variable , where is the
index of the multiplexing unit, the evolution of in theNAND

multiplexing system is a stochastic process. With fixedand
, the distribution of for every is totally determined by the

number of stimulated inputs of theth multiplexing unit. This
can be mathematically described by

(27)

Equation (27) is the condition for a stochastic process to be a
Markov process. The evolution of in theNAND multiplexing
system, therefore, is a Markov process, or a Markov chain for
discrete states and parameters.

In a stochastic Markov chain, the transition probability, which
indicates the conditional probability from one specified state to
another, is the most significant factor. Since the transition proba-
bility matrix for each is identical and irrelevant with regard
to , evolves as a homogeneous Markov chain. Therefore, an
initial probability distribution and a transition probability matrix
as (22) are sufficient to get all output distributions.

If a NAND multiplexing system has individual stages in se-
ries and its transition probability matrix is given by (22), the
output distribution of it is then

(28)

The NAND multiplexing system with one executive and two
restorative stages can be described as three stochastic variables

, and . In principle a system with arbitrary number of
NAND multiplexing stages, say, can be built
(note that the odd number is necessary to keep theNAND func-
tion). When gets large, approaches a constant matrix,
i.e.

(29)

Each row of is identical. This indicates that, asbecomes
extremely large, not only the transition probabilities in aNAND

multiplexing system will get stable, but also the output distribu-
tion will become stable and independent of the number of mul-
tiplexing stages.

C. is Rather Large ( )

If is rather large ( 1000), the output error of eachNAND

multiplexing stage is approximately normally distributed. If for
the th multiplexing stage there are stimulated inputs and
accordingly stimulated outputs, according to (8) the proba-
bility density of is given by

(30)

where

(31)

(32)
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Then the probability of the multiplexing stage havingstim-
ulated outputs under the condition of inputs is approxi-
mately

(33)

The probability of outputs being stimulated in all cases for
is then

(34)

Replacing

(35)

and

(36)

we have in all cases that the probability density ofoutputs
being stimulated is

(37)

In the limit we obtain

(38)

Equation (38) is an inductive expression, from which conclu-
sions on the outputs of anyNAND multiplexing system can be
derived from its initial inputs. As the number ofNAND multi-
plexing stages increase, however, it becomes extremely hard to
be computed. A practical way is to use the mean of the previous
outputs as the fixed inputs of the successive stage.

If, for example, there is aNAND multiplexing system with
1000 and 10 , given that 90% of the initial inputs are

stimulated, the stimulated outputs are approximately normally
distributed, with a mean of 71 and a standard deviation of 8.

V. DISCUSSION

We now study the fault tolerance of aNAND multiplexing
system while we vary the I/O bundle sizes. It might be inter-
esting to evaluate the performance of aNAND multiplexing
system with 10 and 90% of its inputs stimulated, and the
probability that no more than 10% of its outputs is stimulated.
A system with more restorative stages is investigated as well.
The probability distributions versus the number of multiplexing
stages are shown in Fig. 7 for different bundle sizes
10, 100, and 1000. Let us take an example with

100. The probability that less than 10% of the outputs is
faulty (stimulated) is approximately 0.70 in a 3-stage system
while this is 0.99 in a 7-stage system. As the number of
multiplexing stages increases, it shows that the reliability of the
signals greatly improves, but, on the other hand, the rate of the
improvement is getting smaller.

If we pick the number of multiplexing stages to be 7,
then the system has a good performance while the required re-
dundancy (7 ) is not too high. The fault tolerance of the system

Fig. 7. Error distribution versus number of stages.

Fig. 8. Error distribution versus error rate of aNAND.

for a varying number of error ratesof the NAND circuits can
be studied in this specific case. In Fig. 8 the probability distri-
bution of errors less than 10% are drawn against the error rate
of an individualNAND gate, with 7. It is obvious that the
NAND multiplexing system has a better fault tolerance when the
bundle size grows. The tradeoff, however, has to be made
between performance and redundancy. Another conclusion is
that theNAND multiplexing technique hardly works when the
error rate of basic logic devices approaches 0.1 (this value is

in [14]).

VI. A PPLICATION

To give an example of how the suggested fault-tolerant archi-
tecture is applicable to nanoelectronic systems, we address the
problem of random background charges in SET circuits. SET
devices and circuits have been widely studied as one of those
prospective substitutions to CMOS digital logic and memory
[13]. With appropriate configuration a simple SET circuit can
function asNAND logic, as shown in Fig. 9 [16]. The SETNAND

gate consists of a single tunnel junction and one capacitor
as well as two input capacitors. When properly functioning,

the output voltage is either low when both the inputs are high,
or high in other cases. A so called island is created, so that
the single electron can tunnel from and to it through the junc-
tion. The island can be made as small as a few nanometers,
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Fig. 9. An unreliableNAND implemented into SET circuits.

thus, an ultra dense system could be integrated. However, un-
fortunately, the SET circuit suffers from random background
charges. Impurities and trapped electrons in the substrate induce
image charges on the surface of the island. If is compa-
rable with (a single electron charge), the correct device func-
tion ise destroyed. Optimistically with a minimum device den-
sity of 10 cm , about one in 1000 devices will have a consid-
erable background charge fluctuation ( ) [13], i.e.,

10 . This is generally unacceptable for any VLSI system.
However, if in future SET chips with 10 devices are eventu-

ally realizable, we could use theNAND multiplexing to achieve
fault tolerance. Although it is difficult to speculate on the archi-
tecture of future nanochips, it seems plausible to make it a mas-
sively parallel computer consisting of a large number of rather
simple processors with associated memories [17]. To evaluate
the reliability, we assume that each processor has a 10-bit output
and for each bit 40 logic devices are required. If we implement
the multiplexing with 250 in such processors, then in
each processor there are 10devices. We further assume that
a processor has a logical depth of 10, which is sufficient for
general computation tasks, thus, accordingly, theNAND multi-
plexing will be repeated ten times. In this practical implementa-
tion, which has ten stages of multiplexing units, the restorative
mechanism is achieved by the successive multiplexing units,
therefore, the special restorative units would not be necessarily
present and, hence, the redundancy level reduces tofrom
in a -stage system. For circuits with a few stages of logic, ad-
ditional restorative stages could be needed to reach the required
error bounds.

In such a processor, if no more than 10% of the outputs being
faulty is seen as reliable, it is not hard to see that, given perfect
inputs, the unreliability of the 1-bitNAND multiplexing output
after ten stages is 10. Since each processor only works reli-
ably if none of the output bits are faulty, the reliability of the
processor is then given by

(39)

where is the unreliability of 1-bitNAND multiplexing output
and the processor has a-bit output. If on the chip there are
processors, the reliability of the whole chip is then given by:

(40)

We assume that 10% of the total 10devices are allocated to
processors (others for memories, communications, etc.), there-
fore, the number of processors on the nanochip is about 10,
i.e., 10 . Thus, the ultimate reliability of the conceived

nanochip can be calculated to be 0.9, at the expense of hundreds
of redundant components. This indicates that future nanochips
with 10 devices, implemented using theNAND multiplexing
technique, might be working at an acceptable reliability level,
virtually having 10 10 effective devices. This could be
competitive in future nanoelectronics.

VII. CONCLUSION

A fault-tolerant technique, based on a massive duplication
of imperfect devices and randomized imperfect interconnects,
was comprehensively studied. Within aNAND multiplexing unit
with a given number of identical NAND logic gates, input
error rate , and the error rate of theNAND logic being , the
probability of the number of faulty outputs is theoretically a
binomial distribution. It can be approximated by the Normal
distribution when is large ( 1000). TheNAND multiplexing
system can have more stages to improve the fault tolerance. The
error distributions evolve as a stochastic homogeneous Markov
process (chain).

A system architecture based onNAND multiplexing is inves-
tigated by studying the problem of random background charges
in SET circuits. Although the conceived fault-tolerant architec-
ture requires a rather large amount of redundant components,
which makes it inefficient for the protection against permanent
faults, normally compensated by reconfiguration techniques, it
might be a system solution for ultra large integration of highly
unreliable nanometer-scale devices affected by dominant tran-
sient errors. In addition, this multiplexing technique can be im-
plemented in combination with a reconfigurable architecture, so
that the obtained system will be efficiently robust against both
permanent and transient faults.
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