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Wireless Video Transmission
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Abstract— The next generation wireless networks need to
support video traffic. A major challenge in video services over
wireless networks is quality of service (QoS) provisioning. Service
differentiation is a good approach for QoS provisioning to
video traffic. In this paper, we propose a cross-layer protocol
stack architecture for wireless video transmission with service
differentiation. In the cross-layer architecture, the application
layer provides the lower link layer with the video compression
information. Using the information, a dynamic-weight general-
ized processor sharing (DWGPS) discipline is proposed for the
link layer resource allocation. The link layer tries to provide
the application layer with a stringent delay bound and strong
protection to high priority traffic in the case of resource shortage.
Acceptable level of fairness can be achieved by DWGPS. A
scheduling procedure for DWGPS is presented, which avoids
complex per-packet virtual time calculation. It is shown that
DWGPS can automatically adapt to multiuser diversity without
many modifications. Simulation results demonstrate the effective-
ness and efficiency of the link-layer DWGPS resource allocation.

Index Terms— Cross-layer design, multiuser diversity, quality
of service (QoS), resource allocation, wireless video transmission.

I. INTRODUCTION

W ITH the rapid growth of the Internet and wireless
communications, the demand for fast and location-

independent mobile multimedia services is steadily increasing.
Typical applications include videoconferencing, video stream-
ing, distance learning, etc. It is now widely accepted that
the next generation wireless access networks are evolving
into an all-IP (Internet Protocol) network (referred to as
wireless Internet), where different wireless access networks
are glued together by Mobile IP. Video communications over
the wireless Internet have received significant interests from
both industry and academia.

One major challenge in video services over the wireless
Internet is quality of service (QoS) provisioning. Due to
its real-time nature, video services typically require QoS
guarantees such as a relatively large bandwidth, a stringent
delay bound, and a loss rate bound. This poses significant
challenges even in the current wireline Internet, where the real-
time applications are supported only with best effort, far from
what is desired. The case is worse in a wireless environment,
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due to the limited radio resources and high transmission bit
error rate.

Because of the video decoder’s ability to resist packet losses
to a certain degree, service differentiation is a good approach
for QoS provisioning to video traffic. Provided that the video
streams are divided into different classes with different im-
portance (priority) levels, the service differentiation aims at
improving the service of high-priority classes and providing
overall better than best-effort services. In the literature, a
number of resource allocation schemes have been proposed for
variable rate video delivery over the Internet, based on some
kind of service differentiation. They can be categorized into
three groups: channel coding/retransmission/power allocation,
buffer management, and priority scheduling.

• Channel coding/retransmission/power allocation: A
higher priority layer in a compressed video sequence
can be protected more strongly by a more powerful
automatic repeat request (ARQ) and/or forward error
correction (FEC), while weaker ARQ/FEC may be
applied to a lower priority layer [1]. Such a mechanism
is called unequal error protection (UEP) [2]. UEP can
be easily performed with BCH codes [3], convolutional
codes [4], [5], or RS codes [2], [6], with different coding
rates for different layers. Because of the simple decoder
architecture, rate-compatible punctured convolutional
(RCPC) codes are also popularly employed to implement
UEP [7], [8]. UEP can also be implemented by means
of power allocation in code-division multiple access
(CDMA) systems, e.g., the transmission power can
be managed so that a more important packet will
experience a smaller error probability [9]. However,
pure ARQ/FEC/power allocation normally deals with
one video sequence, not considering resource allocation
for multiplexed video traffic over a bandwidth-limited
channel as in the case of the wireless Internet.

• Buffer management: This solution is originally proposed
for differentiated services (DiffServ) [10], which has
emerged as an efficient and scalable solution to ensure
Internet QoS. In DiffServ, packets are classified into a
limited number of service classes at the edge routers.
In a DiffServ core router, packets from different classes
are aggregately differentiated by different per-hop be-
haviors. To provide DiffServ to video traffic, random
early detection (RED) based schemes [11] have been
proposed to apply assured forwarding (AF) per-hop be-
haviors [12]. Different RED parameters are applied to
different priority layers in video streams so that more
important information is protected in case of congestion.
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When such multi-level RED schemes are used for video
transmission, normally no delay bound is considered.
This may bring about severe service degradation to video
traffic, as packets with a large delay may be considered
useless and discarded in a real-time video sequence.

• Priority scheduling: Higher priority traffic is always
served before lower priority traffic [13], [14]. However,
priority scheduling can lead to increased burstiness and
burst packet loss. Fairness among different traffic flows
needs to be considered.

In order to address the issue of provisioning acceptable
QoS to multiplexed video traffic over the wireless Internet
and achieving an acceptable fairness level, in this paper, a
cross-layer protocol stack architecture is proposed for the
wireless video transmission. In the cross-layer architecture, the
application layer with video compression provides the lower
layer with the compression information; on the other hand,
the resource allocation in the lower layer is designed such
that service differentiation can be provided to different traffic
classes in the video compression. To achieve the service differ-
entiation, we propose a dynamic-weight generalized processor
sharing (GPS) discipline, which has the ability to: 1) adapt
to traffic load variation; 2) make the best use of ARQ; 3)
protect the more important packets during resource shortage;
4) achieve fairness among traffic flows; 5) efficiently utilize
the available resources; and 6) smoothly incorporate wireless
channel state information into resource allocation. As many
symbols are used in this paper, Table I summarizes important
ones.

The rest of this paper is organized as follows. In Section II,
the system model is described and the cross-layer protocol
stack architecture is introduced. Section III presents the re-
source allocation scheme at the link layer. In Section IV,
we focus on how the channel quality information can be
incorporated into the resource allocation scheme. Finally,
Section V concludes this research.

II. SYSTEM ARCHITECTURE

Due to the real-time nature, video delivery over the Internet
normally employs unresponsive transport protocols, e.g., the
Real-time Transport Protocol (RTP) [15] and/or User Data-
gram Protocol (UDP) [16]. RTP or UDP does not provide
mechanisms to ensure timely delivery or other QoS guar-
antees, but relies on lower-layer services to do so. Hence,
in the wireless Internet, error recovery mechanisms can be
introduced at the link layer. Fig. 1 shows a scenario where,
via its home base station (BS), a mobile station (MS) is in
a unidirectional video transmission from a multimedia server
or in bidirectional video transmissions with a correspondence
node. The MS employs a cross-layer protocol stack architec-
ture as shown in Fig. 1. In the following, we focus on the
interaction between the video compression and the link layer
resource allocation and the associated system performance,
under the assumption of transparent RTP/UDP/IP layers as
they only generate a relatively fixed amount of overhead to
the overall system performance.

TABLE I

SUMMARY OF IMPORTANT SYMBOLS USED.

Symbol Definition

C(k) Service capacity (i.e., available LL packet quota) for all video

sequences at LL frame k

C∗(k) Remaining service capacity in LL frame k after some packets

are scheduled

Cb
i (k) The allocated service capacity to batch i in LL frame k

according to fluid-flow-based DWGPS

Cc
l (k) Service capacity assigned to batches in class l in LL frame k

D Wireless delay bound

F Threshold of good/bad channel definitions

fD Doppler frequency shift

gi(k) Importance weight of batch i in LL frame k

L Total class number in DWGPS

LF The number of packet slots in a forward link frame

LR The number of packet slots in a reverse link frame

N(k) Number of active batches from all the video sequences at the

beginning of LL frame k

na
i (k) The actually scheduled LL packet number (an integer) in

LL frame k from batch i

ne
i (k) The estimated (real) number of LL packets to be scheduled

from batch i in LL frame k

P b
i (k) Backoff probability of batch i in LL frame k if in

bad channel state

Ps Probability that an LL packet is transmitted successfully

q(i) The class number of batch i

Si(k) Remaining size of batch i at the beginning of LL frame k

Sl Payload bit number in an LL packet

Tf LL frame duration

Ti(k) Remaining timer value of batch i at the beginning of

LL frame k

tm The threshold in aggressive backoff scheme

wl(k) Importance weight for class l (1 ≤ l ≤ L) in LL frame k

X(l) Pre-specified loss expense weight for class l (1 ≤ l ≤ L)

σi(k) Credit value of batch i in LL frame k in DWGPS scheduling

σp Credit amount in the credit pool in DWGPS scheduling

φi(k) Weight in DWGPS for active batch i in LL frame k

A. Priority in Video Compression

Consider that the video sequences are coded/decoded by an
MPEG-4 compression algorithm. Layered coding has emerged
as a popular and effective scheme for video transmission. In
layered coding, a raw video sequence is coded into multiple
layers: the base layer contains the most important features
of the video and can be independently decoded to provide
coarse visual quality, while the enhancement layers contain
information to further improve the achieved video quality
when decoded together with the base layer. In the case
of bandwidth shortage, it is desired that the base layer is
transmitted with a higher priority.

In MPEG-4, the compressed video frames do not have the
same importance as some frames are dependent on others.
Standard MPEG encoders generate three types of compressed
frames (I, P, or B). An I-frame is intra-coded, having no
dependence on any other frames, while P and B-frames are
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Fig. 1. Video communications over the wireless Internet.

coded with forward prediction and bidirectional prediction,
respectively. It is clear that I-frames are the most important,
followed by P-frames, and finally B-frames. During network
congestion, more important frames should receive more pro-
tection.

Furthermore, the recent MPEG-4 Advanced Video Codec
(AVC) recommendation (also called H.264) allows the syntax
of each slice in a video frame to be separated into up to
three partitions (type A, B and C partitions), depending on
a categorization of syntax elements. It is shown that type A
partition is of the most importance and type C partition the
least importance [17].

B. Hybrid TD/CDMA Structure at the Link Layer

At the link layer, a hybrid time-division/code-division mul-
tiple access (TD/CDMA) structure is proposed. This structure
has the flexibility in time scheduling and can allow simultane-
ous transmissions from/to multiple MSs. Time is partitioned
into fixed length frames in the structure. Fig. 2 shows the time
frames of the forward and reverse links operating in frequency-
division duplexing (FDD) mode. The BS is responsible for
resource allocation in both links. Each reverse link frame
consists of an ACK slot, a request slot, and LR packet slots,
while each forward link frame consists of a control slot, an
ACK slot, and LF packet slots. In each type of slots, CDMA
multiplexing is used with a fixed spreading gain. Each link
layer information packet is transmitted in a packet slot. The
request slot is for MSs to initiate a call. The BS responds in
the control slot of the forward link. The ACK slot in both
links is to send ACKs for packets successfully received in
the last frame. The ACK slot in the forward link is also used
by the BS to send the information of how many packets are
scheduled in the next reverse link frame. The time period
of the ACK slot in the forward (reverse) link is in the gap
between the two consecutive packet slot clusters in the reverse
(forward) link, as shown in Fig. 2. In this way, the ACK for
any packet transmitted in a frame is expected to be received
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Fig. 2. Time frame structure of the FDD forward and reverse links.

before any packet slot of the next frame. Hence, the frame
structure allows for virtually instantaneous ACK, which has
been shown to be important in traditional ARQ schemes [19].
Real-time video traffic can benefit from virtually instantaneous
ACK during packet retransmissions. A similar time frame
structure was proposed in [18]. However, it cannot guarantee
virtually instantaneous ACK. In the following, we focus on
video transmission in the reverse link, as resource allocation
in the multiple-access reverse link is much more complex than
that in the broadcasting forward link. However, the proposed
solution also applies to the forward link video transmission.

Each compressed (base or enhancement) layer of a video
frame is segmented into a batch of link layer packets (called
LL packets). For a video coder with one base layer and one
enhancement layer, two batches of LL packets are generated
for each video frame, one for each layer. Upon the arrival
of each video frame, the MS creates a transmission queue
for each batch of the video frame, assigns a timer with a
timeout value to each batch, and reports to the BS the batch
class and the batch arrival size in LL packets, for the link
layer resource allocation. The batch class and batch arrival
size are determined based on the information passed from the
video compression, thus our scheme is actually a cross-layer
design. The timeout value in the unit of link layer time frame
(called LL frame) reflects the maximum tolerant delay over
the wireless link. The timer will decrease by one after every
LL frame. If the timer expires, any LL packets remaining in
the associated batch transmission queue are considered useless
and discarded, and the batch transmission queue is deleted.

In order to reduce the LL packet loss rate seen by the
higher layers, we introduce a hybrid ARQ/FEC for wireless
transmission error recovery. We choose BCH code for FEC.
Traditional ARQ schemes over the link layer allow for a fixed
number of retransmissions. The allowed retransmission limit
should be designed according to the network congestion status
and the delay bound. There is also research on performance
evaluation for different allowed retransmission attempts [20].
Here, we propose a new retransmission strategy in our system.
If an LL packet is transmitted successfully, an ACK will be
received before any packet slot of next LL frame, and the
packet will be removed from the transmission queue at the MS
side; otherwise, this LL packet will remain in the queue until a
successful retransmission or a timeout event of the batch timer.
This retransmission strategy makes better use of ARQ than
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traditional strategies, because it allows the maximum number
of retransmissions limited by the delay bound and available
network capacity.

For the reverse link transmission, a simple power allocation
strategy is applied to ensure the same target bit error rate for
all the MSs. This means the same received signal bit energy
to interference-plus-noise density ratio (SINR) level for all the
transmitted LL packets. As a result, each LL packet is received
successfully with a probability Ps, which is a function of the
SINR value, the modulation scheme, and FEC mechanism,
etc.

III. LINK-LAYER RESOURCE ALLOCATION

Because of the bursty nature of multimedia traffic and the
limited radio resources, a flexible resource allocation scheme
which can efficiently accommodate multimedia traffic flows at
the link layer is required. The design of an efficient resource
allocation scheme should take into account the QoS require-
ments (in terms of delay and packet loss), traffic priorities,
resource availability, congestion management, and fairness.

For resource allocation, the well-known GPS [21] is an ideal
fair scheduling discipline, originally proposed for wireline
networks. The basic principle of GPS is to assign a fixed
weight to each session, and allocate bandwidth for all the
sessions according to their weights and traffic load. For a
GPS server with N sessions and service rate capacity C, each
backlogged session i is guaranteed a minimum service rate
rmi = φi�N

j=1 φj
· C, where φi is the weight for session i. At

time t, the instantaneous service rate of backlogged session i
is ri(t) = φi�

j∈B(t) φj
· C, where B(t) denotes the set of the

backlogged sessions at time t.
A tight delay bound can be guaranteed by the GPS server

for each session if its traffic is shaped by a leaky-bucket
regulator [22]. The minimum service rate and tight delay
bound guarantees in GPS may seem attractive to real-time
video transmission. However, as compressed video traffic is
usually bursty, its peak rate is likely to be much greater than
its average rate. If GPS is used, a large weight should be
assigned to a video session in order to guarantee the peak
rate. This means a video session will get a large portion of the
total capacity whenever it has traffic to transmit, thus leading
to service degradation of other sessions. On the other hand, if
the peak rate cannot be guaranteed, the delay bound of video
traffic cannot be guaranteed either, because of the latency in
the leaky-bucket regulator. To address the problem of applying
GPS to video transmission and extend it to wireless networks,
we propose to use dynamic weights in GPS, and call the
discipline dynamic-weight GPS (DWGPS).

A. DWGPS

In DWGPS, a “session” is defined as an active batch in the
transmission queue. So, a video sequence may have multiple
“sessions” simultaneously. The service capacity of DWGPS is
defined as available LL packet quota (i.e., the total number of
LL packets that can be scheduled) in an LL frame for all the
video sequences, denoted by C(k) for LL frame k. Assume
N(k) active batches at the beginning of LL frame k from

all the video sequences. At LL frame k, an active batch i is
assigned a DWGPS weight

φi(k) = gi(k)
Si(k)
Ti(k)

, 1 ≤ i ≤ N(k) (1)

where gi(k) is the importance weight of batch i at LL frame
k, Si(k) and Ti(k) are the remaining size and remaining
timer value of batch i at the beginning of LL frame k,
respectively. Equation (1) is based on two facts: the larger a
batch’s remaining size, the more capacity it requires; and the
smaller the batch’s timer value, the more urgent the batch’s
delivery [18].

When generated, each batch is classified into one of total
L classes (numbered from 1 to L) according to its im-
portance, where class L has the highest priority and re-
quires the maximum protection. In LL frame k, the weight
gi(k) is determined based on the batch’s class, chosen from
{w1(k), w2(k), ..., wL(k)}, where w1(k) ≤ w2(k) ≤ ... ≤
wL(k). Generally speaking, gi(k) = wl(k), if batch i is in
class l. From (1), it is clear that a batch from a higher priority
class will be assigned a relatively larger weight in DWGPS,
corresponding to a relatively higher transmission rate of this
batch than those of the lower priority classes, so as to better
protect higher priority classes during capacity shortage.

In (1), Si(k)
Ti(k)

is in fact the average service capacity amount
required by batch i in each subsequent frame before the batch
times out. With the weight proportional to its average required
capacity portion, each batch is expected to be served smoothly
rather than in burst during the delay bound. If a batch is
expected to transmit all backlogged LL packets before it times
out, all other batches in the same class are expected to do the
same. Similarly, if a batch is expected to lose a portion of LL
packets, all other batches in the same class are expected to
have the same share of packet loss. By the means, fairness can
be achieved among different traffic flows. In this work, fairness
means that all batches in the same class deliver successfully a
similar portion of their arrival traffic (thus leading to a similar
packet loss rate).

B. Weight Selection in DWGPS

In the weight definition (1) for batch i, Si(k) and
Ti(k) are known to the scheduler at the BS. Here
we need to determine the importance weight vector
W(k)=(w1(k), w2(k), ..., wL(k)) for gi(k). A simple method
is to assign a constant value to each class. However, taking into
account the bursty nature of multimedia traffic and the time-
varying characteristic of available service capacity, a constant
importance weight vector is not appropriate to different traffic
load scenarios. It is desired to determine the importance
weight vector based on the available service capacity and
traffic backlog status in each LL frame. In DWGPS imple-
mentation, we use an optimization approach to obtain the
importance weight vector.

For resource allocation, a lost packet of higher class traffic
costs more than that of lower class traffic. Accordingly, we
specify a loss expense weight X(l) for each batch class l
(1 ≤ l ≤ L), where X(1) ≤ X(2) ≤ ... ≤ X(L). For LL
frame k, a cost function for batch i is defined as

Fi(k) = X(q(i)) · max{0, Si(k) − Cbi (k) · Ps · Ti(k)} (2)
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where q(i) is the class number of batch i, and Cbi (k) is the
allocated service capacity to batch i in LL frame k based
on the DWGPS discipline. Here we assume that the service
capacity is infinitely divisible. We use Cbi (k) to estimate the
average allocated service capacity in the following Ti(k) LL
frames before the batch times out. If positive, Si(k)−Cbi (k) ·
Ps · Ti(k) is in fact the estimated LL packet losses when
batch i times out. The above estimation accuracy is affected
by two factors: 1) batch leaving — if some batches transmit
all their LL packets successfully before they time out, their
capacity share in the remaining LL frames before timeout
should be distributed to other batches; and 2) batch arriving —
new arrival batches in later LL frames require their capacity
share. Even so, the above estimation should have reasonable
accuracy, taking into account that: 1) as the DWGPS weight
definition is to make each batch be served smoothly rather than
in burst during the delay bound, a batch leaving or arriving
does not affect much the available resources for other batches;
and 2) the effects of batch leaving and arriving alleviate each
other.

Based on each batch’s cost function, an optimization prob-
lem is formulated in order to minimize the total cost of all the
batches in the resource allocation:

Minimize
W(k)

N(k)∑
i=1

X(q(i)) · max{0, Si(k) − Cbi (k) · Ps · Ti(k)}
(3)

subject to⎧⎪⎪⎨
⎪⎪⎩

Cbi (k) =
wq(i)(k)

Si(k)
Ti(k)

�N(k)
j=1 wq(j)(k)

Sj(k)
Tj(k)

· C(k), 1 ≤ i ≤ N(k)

wl(k) ≥ wl−1(k) · (1 + δl) ≥ 0, 1 < l ≤ L
δl ≥ 0, 1 < l ≤ L.

(4)
The constant value δl should be set to positive if we require an
absolute better service (in terms of delay or packet loss rate)
for class l than that for class l − 1, independent of network
congestion.

In (4), the expression for Cbi (k) can be rewritten as

Cbi (k) =
Si(k)
Ti(k)∑

j: q(j)=q(i)
Sj(k)
Tj(k)

·
wq(i)(k)

∑
j: q(j)=q(i)

Sj(k)
Tj(k)∑L

l′=1 wl′(k)
∑

j: q(j)=l′
Sj(k)
Tj(k)

· C(k). (5)

For class l, the service capacity assigned to batches in this
class in frame k can be represented as

Ccl (k) =
wl(k)

∑
j: q(j)=l

Sj(k)
Tj(k)∑L

l′=1 wl′(k)
∑

j: q(j)=l′
Sj(k)
Tj(k)

·C(k), 1 ≤ l ≤ L.

(6)
Also, it is clear that

L∑
l=1

Ccl (k) = C(k). (7)

Equation (5) can be further rewritten as

Cbi (k) =
Si(k)
Ti(k)∑

j: q(j)=q(i)
Sj(k)
Tj(k)

· Ccq(i)(k). (8)

Thus, the optimization problem (3) is equivalent to

Minimize
(Cc1(k), Cc2(k), ..., CcL(k))

N(k)∑
i=1

X(q(i))

· max{0, Si(k) − Cbi (k) · Ps · Ti(k)} (9)

subject to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑L
l=1 C

c
l (k) = C(k)

Cbi (k) =
Si(k)
Ti(k)

�
j: q(j)=q(i)

Sj(k)
Tj (k)

· Ccq(i)(k), 1 ≤ i ≤ N(k)

Ccl (k) ≥ 0, 1 ≤ l ≤ L

Ccl (k) ≥ (1 + δl) ·
�

j:q(j)=l

Sj(k)
Tj(k)

�
j:q(j)=l−1

Sj(k)
Tj(k)

· Ccl−1(k), 1 < l ≤ L

δl ≥ 0, 1 < l ≤ L.
(10)

We constrain the Ccl (k) values to integers. If taking away
the constraints of an absolute better service for class l than
class l−1 independent of network congestion (i.e., the last two
constraints in (10)), this optimization problem can be solved
by a dynamic programming approach. The computation com-
plexity is O(C2(k)), assuming the computation complexity
of the cost calculation for all the classes is O(1) [23]. If
taking into account the last two constraints in (10), we can
use an exhaustive search. The total number of searches is
equal to the number of ways to put C(k) balls into L bins
(where a bin may be assigned 0 or a positive number of balls),(
C(k)+L−1

L−1

)
. However, with the last two constraints in (10),

many searching rounds can be skipped. A loose upper bound
of the computation complexity for the exhaustive search is
O(
(
C(k)+L−1

L−1

)
). Normally, only a limited number of traffic

classes are considered, e.g., 3 video frame types in a standard
MPEG codec, and 3 partition modes in MPEG-4 AVC. So the
search procedure complexity in the dynamic programming or
the exhaustive search approach is limited.

Note that DWGPS does not require deterministic or statisti-
cal knowledge of the incoming traffic. It can adapt to different
incoming traffic load scenarios. This is particularly attractive
to resource allocation in future all-IP wireless networks,
where different application types (e.g., voice, data, video) are
multiplexed together, and where it is difficult to predict in
advance the arrival traffic rate and available resource capacity
for a specific application type.

In addition, the weight selection in DWGPS is quite flexible,
depending on the system QoS objectives. The above discussion
shows an example to minimize system cost. The weights in
DWGPS can also be configured in order to achieve a target
ratio of LL packet loss rates of different classes. DWGPS
can be extended to serve heterogeneous voice/video/data traffic
with different delay bound requirements, where a ratio of LL
packet loss rates of voice/video/data traffic is required, or a
cost value should be assigned to the loss of LL packets from
each traffic type, so as to formulate an optimization problem.

C. DWGPS Scheduling Procedure

One drawback of the GPS principle comes from its two
assumptions: infinitely divisible traffic in fluid-flow traffic
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model and simultaneously multiple transmissions from mul-
tiple sessions. The ideal GPS principle is not realizable in
practical systems, especially in a time-division multiple access
(TDMA) system where no parallel transmissions are allowed.
Some packet-based versions of GPS are proposed for wireline
or wireless TDMA systems [21] [24], which use complex per-
packet virtual time calculation to determine the transmission
order. Furthermore, the virtual time-based GPS discipline is
not designed for a network supporting packet retransmission.
In the hybrid TD/CDMA structure of our system, multiple
transmissions are allowed. We propose a packet-based im-
plementation of DWGPS with low computation complexity
and small signaling overhead to approximate ideal fluid-flow-
based DWGPS server. It is worth noting that the proposed
packet-based implementation is not specific to DWGPS, but
can be applied to traditional GPS disciplines over a hybrid
TD/CDMA structure.

Consider packet-based DWGPS in the hybrid TD/CDMA,
where C(k) service capacity is available for all video MSs
in LL frame k and N(k) active batches are from all the
MSs at the beginning of LL frame k. Recall that Cbi (k)
is the service capacity amount assigned to batch i in LL
frame k according to the fluid-flow-based DWGPS, where
each batch may transmit a non-integer number of LL packets
in each frame. However, in packet-based DWGPS, each batch
can only transmit an integer number of LL packets. We let
nei (k) denote the estimated (real) number of LL packets from
batch i scheduled to be transmitted in LL frame k. Different
from Cbi (k), when nei (k) is used, we need to compensate for
service gains or losses of batch i due to the integer scheduled
packet number constraint in previous LL frames. Let nai (k)
denote the actually scheduled LL packet number (an integer)
in LL frame k from batch i, and C∗(k) the remaining service
capacity (i.e., available LL packet quota, an integer) in LL
frame k after some packets are scheduled. A credit value
σi(k) = nei (k) − nai (k) is also defined to indicate how much
capacity is sacrificed by batch i in LL frame k.

For the first LL frame, k = 1, according to the fluid-flow-
based DWGPS discipline, the estimated service capacity for
batch i (1 ≤ i ≤ N(1)) is

nei (1) =
φi(1)∑N(1)
j=1 φj(1)

· C(1) . (11)

As nei (1) is very likely not an integer, the actually sched-
uled LL packet number is temporarily set to nai (1) =
min{Si(1), �nei (1)�} (�·� being the floor function) with a
credit σi(1) = nei (1) − nai (1). The remaining available LL
packet quota in LL frame 1 is

C∗(1) = C(1) −
N(1)∑
i=1

nai (1). (12)

The C∗(1) LL packet quota is assigned one by one to the N(1)
batches based on the descending order of their credit values,
and the credit value of each beneficiary batch is decreased
by one correspondingly. For LL frame k (≥ 2), the same
procedure applies except for the following:
• At the beginning of each LL frame, a batch becomes

inactive if its timer value is equal to 0 or all its LL packets

are received by the BS successfully. The scheduler sets
a credit pool to collect the remaining credit values of the
batches that become inactive at the beginning of each
frame. The credit amount in the credit pool (denoted
σp) is distributed to all the active batches, each with an
amount proportional to its weight;

• nei (k) = φi(k)
�N(k)

j=1 φj(k)
·C(k)+σi(k−1)+ φi(k)

�N(k)
j=1 φj(k)

·σp;

• nai (k) is first temporarily set to
max{0,min{Si(k), �nei (k)�}};

• If C∗(k) = C(k)−∑N(k)
i=1 nai (k) < 0, |C∗(k)| LL packet

quota is taken away one by one from the batches with
positive nai (k) values, based on the ascending order of
the corresponding σi(k) values.

The scheduling procedure for LL frame k is illustrated in
Fig. 3. It can be seen that usually σi(k) is kept in the range
(−1, 1), which means that the difference of scheduled LL
packet number between fluid-flow-based DWGPS and packet-
based DWGPS is small.

To implement the scheduling procedure, upon each batch
arrival, the MS reports to the BS the batch class and batch
size. The report message is transmitted in the reverse link
request slot, using a more powerful channel coding technique
to avoid transmission collision, or piggybacked at the end of
the transmitted reverse link LL packets (if any) to reduce
contention in the request slot. Using the batch information
collected from the MSs, the BS decides how many LL packets
can be scheduled from each batch according to the above
procedure, and announces to the MSs via the ACK slot in
the forward link. It can be seen that per-batch (rather than
per-packet) information is exchanged, kept, and used in the
packet scheduler.

D. Performance Evaluation

To evaluate the performance of the proposed DWGPS
scheme, it is desired to compare it with other resource allo-
cation schemes. However, in the open literature, there is only
limited work providing multiple service priorities in a multi-
plexing environment. Here we consider the comparison with
the multi-level random early detection (MRED) mechanism
proposed in [11] and the priority scheduling. MRED refers to
an RED configuration with multiple sets of RED parameters
to multiple classes such that a higher priority class achieves a
lower packet dropping probability. Normally MRED is applied
to the IP layer. As a transparent IP layer is assumed in our
system, we apply MRED to the link layer instead. For the
reverse link transmission, a virtual MRED queue is kept at
the BS. In the priority scheduling, packets with higher priority
are always served before those with lower priority. Among
the same priority traffic class, earliest deadline first (EDF) is
applied.

Consider a single cell environment. For the simplicity of
presentation, time is measured in the unit of LL frame, each
LL frame having a duration of Tf = 10 ms. In the cell,
30 video test sequences (with IDs ranging from 1 to 30) are
transmitted from 30 MSs to their correspondence nodes. Each
raw video test sequence is in Quarter Common Intermediate
Format (QCIF) with a duration of 3000 LL frames at a rate of
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Fig. 3. The DWGPS scheduling procedure for LL frame k.

10 video frames per second, and is compressed by an MPEG-
4 coder with a base layer and an enhancement layer. In the
base layer, only I-frame and P-frame are used. B-frame is
not used due to the additional delay involved in its video
compression and decompression process. Hence, there are 3
classes of batches from each video sequence: I-frame batch
in the base layer (called IB batch), P-frame batch in the base
layer (called PB batch), and batch in the enhancement layer
(called E batch). IB batch is class 3 (with the highest priority),
while PB and E batches are class 2 and class 1, respectively. In
the simulation, we obtain the trace of the encoded IB, PB and
E batches’ sizes (from the MPEG-4 encoder) of 30 raw video
sequences, and configure the traffic arrivals to the MRED,
DWGPS, and priority scheduling systems according to the
trace record.

At the MS side, each batch is packetized into RTP packets.
After the packetizing procedure in the UDP and IP layer, a
batch is finally segmented into a number of fixed-size LL
packets. Each LL packet is BCH(224, 192) coded for FEC,
which means that there are Sl = 192 payload bits in an LL
packet. A perfect power control strategy is applied such that
each LL packet is transmitted with a success probability Ps =

0.9. Any LL packet not received successfully is retransmitted
repeatedly until an ACK is received or the timer expires. The
wireless delay bound is set to D = 15 LL frames, which is
also the initial value of each timer. The wireline part of the
end-to-end transmission is assumed to be error-free with a
fixed delay.

In the simulations, the MRED queue size Q is set to
be Q = max{C(k)} · Ps · D in order to efficiently utilize
the available resources. The MRED parameters (mini, maxi,
Pmaxi

), i ∈{IB, PB, E}, are (0.6Q, 0.8Q, 0.025), (0.4Q, 0.6Q,
0.05), and (0.2Q, 0.4Q, 0.1) for IB, PB, and E batch classes
(as used in [11]), respectively. If the average queue length q̄
is less than mini, all the arrival packets from batch class i are
accepted into the queue; if q̄ is greater than maxi, all arrival
packets from batch class i are rejected; and if q̄ is between
mini and maxi, an arrival packet from batch class i is dropped
with probability Pmaxi

·(q̄−mini)/(maxi−mini). In the priority
scheduling, an LL packet remains in the transmission queue
if it is not transmitted successfully. The sender discards LL
packets not successfully transmitted/retransmitted within the
delay bound.

The traffic arrival pattern in the simulations is as follows.
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P hase 1

Fig. 4. The traffic load phases in the simulations.

Video sequences 1 - 10, 11 - 20, and 21 - 30 are admitted
into the system at LL frame 0, 1000, and 2000, respectively.
All the simulations are finished at LL frame 5000. The 5000
simulated LL frames can be divided into 5 phases as shown in
Fig. 4. The total average arrival rates of the 3 traffic classes in
each phase are shown in Table II, which also summarizes the
parameters used in the simulations. Note that DWGPS does
not need to know the total average arrival rates. We list them
here only for the convenience of the performance evaluation.

For the resource availability, we consider the case with
varying available system capacity: All the 30 video sequences
are allowed to transmit up to 60, 60, 48, 32, 36 LL packets
in each LL frame in phase 1 - 5, respectively. The available
capacity (C(k) · Ps · Sl/Tf ) for the 5 phases in the unit
of kbps is 1037, 1037, 829, 553, and 622, respectively. It
can be seen that phase 1 is overprovisioned, phases 2 and 5
are moderately underprovisioned, while phases 3 and 4 are
severely underprovisioned.

Table III shows the simulated LL packet loss rates of IB,
PB, and E classes for the 5 phases. It can be seen that,
MRED, DWGPS and priority scheduling can all guarantee
that IB class traffic receives a better service than PB class
traffic, which receives a better service than E class traffic.
However, in phases 2 - 5, DWGPS and priority scheduling
provide much lower LL packet loss rates to IB and PB traffic
classes than MRED. From Table III, it can be shown that
DWGPS and priority scheduling have the similar packet loss
performance while priority scheduling slightly outperforms
DWGPS in terms of protection to higher priority traffic.
Indeed, priority scheduling provides the best protection to
higher priority traffic as it always serves higher priority traffic
before lower priority traffic. However, recent work shows that
priority scheduling leads to increased burst packet loss [14],
thus resulting in resources being unfairly shared by traffic
flows.

For resource allocation to video traffic with different priority
classes, the fairness can be measured by Fairness Index [25]
defined as

FIj(t) =
(
∑n

i=1 ρ
j
i )

2

n ·∑n
i=1(ρ

j
i )2

j ∈ {IB, PB,E} (13)

for class j at time t, where n is the number of active video
sequences at time t, ρji is the portion of the successfully
delivered LL packets of the nearest j-class batch arrived before
time t in video sequence i. The higher the Fairness Index
value, the better the fairness performance. The upper bound
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Fig. 5. The Fairness Index distributions of class PB (at phases 3&4) and E
(at phases 1&2&5).

of the Fairness Index is 1, which is achieved when ρji is
independent of i.

When priority scheduling or DWGPS is applied, we cal-
culate the Fairness Index for different classes over each LL
frame from frame 0 to frame 5000. We find that, the Fairness
Index values for IB class at all time or for PB class at
phases 1, 2 and 5 (i.e., the overprovisioned and moderately
underprovisioned phases) are quite close to 1, as the two
classes are protected very well in the resource allocation. Fig.
5 shows the distributions of the Fairness Index values for
PB class at phases 3&4 and E class at phases 1&2&5. In
phases 3&4, almost all E class traffic is dropped. Hence, it is
meaningless to evaluate the fairness level. Here the distribution
means the percentage of time that the Fairness Index is smaller
than the x-axis coordinate. From Fig. 5, it can be seen that,
in the selected phases, approximately half of the Fairness
Index values fall into (0.3, 0.8) in priority scheduling, while
more than 70% of the Fairness Index values are above 0.9 in
DWGPS. That is, DWGPS can achieve much better fairness
than priority scheduling.

IV. ADAPTATION TO MULTIUSER DIVERSITY

So far, we base our model on the perfect power control to
combat the wireless channel fading. The transmitted power
from each MS is adjusted such that the received SINR is
the pre-defined constant value. In the system, the reverse
link video transmission can be more efficient if an MS
stops transmission when its channel quality is poor, because
of three reasons: 1) The total power supply of an MS is
limited. If it transmits when the channel quality is poor, the
power consumption is large; 2) With power-consuming video
compression and decompression, it is desired that an MS uses
less power in transmission; 3) With bad channel quality, an
MS uses large power in order to achieve the target received
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TABLE II

PARAMETERS USED IN SIMULATIONS.

Parameter Value

Number of video sequences 30

Batch class types IB, PB, E

Importance weights in LL frame k wIB(k) ≥ wPB(k) ≥ wE(k)

LL frame duration (Tf ) 10 ms

Number of packet slots per frame in the reverse link (LR) 8

Wireless delay bound D 15 LL frames

Payload bit number in each LL packet (Sl) 192

Link layer transmission success probability (Ps) 0.9

Traffic load phase 1, 2, 3, 4, 5

Total average arrival rate (in kbps) of IB class in phase 1 - 5 220, 443, 655, 351, 171

Total average arrival rate (in kbps) of PB class in phase 1 - 5 93, 233, 397, 295, 192

Total average arrival rate (in kbps) of E class in phase 1 - 5 653, 1335, 1999, 1345, 721

Capacity value C(k) for LL frame k in phase 1 - 5 60, 60, 48, 32, 36

Capacity (in kbps) for phase 1 - 5 1037, 1037, 829, 553, 622

The same velocity (kilometer/hour) for all MSs 0.5, 15

Doppler frequency shift (fD) at carrier frequency 2 GHz 0.9 Hz, 27.8 Hz

Channel coherence time 1080 ms, 36 ms

Normalized fading rate (fDTf ) 0.009 (slow fading), 0.278 (fast fading)

TABLE III

LL PACKET LOSS RATES OF IB, PB, AND E CLASSES FOR PHASE 1-5 FOR MRED[11]/DWGPS/PRIORITY SCHEDULING.

Phase 1 Phase 2 Phase 3 Phase 4 Phase 5

Pe(IB) (%) 0/0/0 7.9/0.7/0 22.5/1.6/0 64.8/1.2/0 21.4/0.8/0

Pe(PB) (%) 0/0/0 12.9/1.3/0 58.9/49.9/45.7 82.4/45.0/39.4 30.5/1.7/0.2

Pe(E) (%) 1.2/0/0 69.1/71.2/71.9 99.7/98.2/99.5 99.4/97.4/99.6 70.4/59.9/60.3

SINR at its BS, which leads to large interference to neighbor
cells, thus reducing the overall system capacity in a multi-
cell environment. Although the time-varying characteristic
of a wireless channel is traditionally viewed as a source
of unreliability, it can be exploited to address the above
issue, similar to what multiuser diversity mechanisms do in
a multiple access network.

A. Multiuser Diversity

Multiuser diversity mechanisms are actually a kind of
cross-layer design between the link and physical layers. The
principle of multiuser diversity is that, for a cellular system
with multiple MSs having independent time-varying fading
channels, it is very likely that there exists an MS with
instantaneous received signal close to its peak value. The
overall resource utilization is maximized by providing service
at any time only to the MS with the highest instantaneous
channel quality [26]. This ideal multiuser diversity strategy
aims at maximizing system throughput. To exploit multiuser
diversity in a practical communication system, two concerns
should be addressed: fairness and delay. The recently proposed
wireless fair queuing schemes [24], [27], [28] try to exploit the
multiuser diversity mechanism and at the same time provide
long-term fairness and delay assurance. In these schemes, all
the MSs are divided into two sets: bad channel state MSs

if the channel gain is F dB less than the average value, and
good channel state MSs otherwise. F is called the good/bad
threshold. The scheduler keeps track of the obtained services
and channel states of all the MSs. Each MS in a bad channel
state stays dormant (i.e., relinquishes its service share to those
in a good channel state), and gets compensated when it has
a good channel state. This mechanism can work well with
fair queuing schemes and obtain long-term fairness based on
the fact that an MS in a bad channel state will experience
good channel quality in the future, at the cost of a reduced
diversity benefit compared with the ideal multiuser diversity
mechanism.

In the above multiuser diversity, the channel utilization is
improved at the expense of short-term fairness. Although some
of them [24], [28] may provide a delay bound assurance, using
the GPS-based delay bound in them is not suitable for video
delivery as described in Section III. These limitations pose
a challenge on applying multiuser diversity to wireless video
transmission, where a stringent delay bound is required and
short-term fairness should be obtained within the bound. In
multiuser diversity, if a video MS is in a bad channel state for
a relatively long period, its packets will be discarded as it has
to postpone transmission until the channel changes to a good
channel state. Consequently, it is not reasonable to always
keep an MS dormant when experiencing a bad channel.
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B. Modification to DWGPS for Multiuser Diversity

As the hybrid TD/CDMA supports parallel transmissions,
we do not need to constrain our system to schedule only one
MS at a time as the traditional multiuser diversity schemes
do. To address the short-term fairness and delay issues in
traditional multiuser diversity schemes, we propose that, in
DWGPS, each batch i with a bad channel at LL frame k is kept
dormant with a probability P bi (k) (called backoff probability)
at this frame. For the simplicity of presentation, if an MS is
in a bad channel state, we say all of its batches are in a bad
channel state. Intuitively the smaller a batch’s timer value,
the more urgent the batch’s transmission, and the smaller
the backoff probability for this batch should be. It is worth
noting that the relation of backoff probability versus timer
should depend on the channel fading rate: if the channel fades
fast, we should use relatively large backoff probabilities in
a bad channel state with the expectation that the channel
quality will get better soon and the affected batches will
be compensated soon. Furthermore, the good/bad threshold
F should be determined carefully. This threshold affects the
probability of a batch being considered in a bad channel state,
and indirectly affects the performance of the backoff scheme.

In DWGPS, we consider both a moderate and an aggressive
backoff schemes when batch i is in a bad channel state at LL
frame k, as shown in Fig. 6.
• Moderate backoff scheme: The backoff probability is set

to 1 when the timer value is equal to the wireless delay
bound D, and linearly decreased to 0 at timer value 1,
i.e.,

P bi (k) =
Ti(k) − 1
D − 1

, 1 ≤ Ti(k) ≤ D. (14)

• Aggressive backoff scheme: The backoff probability is
kept at 1 until the timer value decreases to a threshold
tm, from which point the backoff probability is linearly
decreased to 0 at timer value 1, i.e.,

P bi (k) =
{

1, tm ≤ Ti(k) ≤ D
Ti(k)−1
tm−1 , 1 ≤ Ti(k) < tm.

(15)

These two schemes are to be evaluated for different fading
scenarios.

C. Implementation

To implement multiuser diversity in DWGPS, we need
to address two issues: 1) how to compensate a batch if it
sacrifices access to the resources in the previous LL frames;
and 2) the fact that the wireless channel state is not known to
the scheduler in advance and cannot be predicted accurately.

Wireless fair queuing schedulers in the literature keep track
of excess services obtained by MSs in a good channel state,
and compensate for MSs (previously sacrificing service) from
the previous beneficiaries. This means that the compensation
is not memoryless. However, in DWGPS, a memoryless
compensation can be achieved, resulting in a less complex
compensation procedure. If batch i keeps dormant in LL frame
k when it is experiencing a bad channel state, its remaining
size will not change after LL frame k, i.e., Si(k+1) = Si(k).
In the subsequent LL frames k′(≥ k+1), the batch will have
a relatively larger Si(k′) (and thus a relatively larger DWGPS
weight φi(k′) according to (1)) than that if it did not keep
dormant in LL frame k, taking into account the fact that a non-
dormant batch’s remaining size will decrease. This means that
the DWGPS scheme automatically compensates for service
degradation of the batches having experienced bad channel
quality, resulting in memoryless compensation. The scheduler
only needs to determine which batches are to be dormant based
on the wireless channel conditions and the backoff probability,
and follow the same procedure as that in Section III-C.

In general, the prediction for the wireless channel state
is a challenging task. Some proposed approaches make the
prediction based on the finite state Markov channel model.
For these prediction approaches, there exists a concern about
the validity of the mathematical model [24]. As a result, in
DWGPS, we adopt a measurement-based prediction, which is
model independent. As shown in Fig. 2, each MS transmits
ACKs (for forward link transmission) to the BS in the ACK
slot of the reverse link frame, which is located at the beginning
of each reverse link frame k. The BS measures the wireless
channel state (good or bad) of each MS in the ACK slot,
and uses this state information to estimate the channel quality
when the MS is transmitting in the packet slots of the same
reverse link frame k. Also, the BS schedules (the scheduling
decision is announced via the ACK slot of forward link frame
k, see Fig. 2) the active video MSs to transmit in the first
several packet slots of each reverse link frame k, in order to
make the estimation more accurate. With a relatively short LL
frame length (e.g., Tf = 10 ms), the duration between the ACK
slot of the reverse link and each MS’s transmission packet
slot can be only several milliseconds, less than the channel
coherence time (as shown in Table II). It is very likely that
the channel good/bad state will not change in this duration,
leading to accurate channel state prediction.

D. Performance Evaluation

To evaluate the performance improvement achieved by
multiuser diversity, we run computer simulations in the same
simulation environment as that described in Section III-D.
Other parameters related to MS mobility are given in Table II.
All MSs are moving with the same velocity. Assume that the
scheduler has knowledge of each MS channel gain due to path
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Fig. 7. The 90% confidence interval for mean multiuser diversity gain, where
‘M’ and ‘A’ represent moderate and aggressive backoff schemes, respectively.

loss and shadowing effect, which is the local average channel
gain for a Rayleigh fading channel. If the scheduler estimates
that the instantaneous Rayleigh fading channel gain is F dB
less than the average channel gain, the scheduler considers the
MS in a bad channel state; otherwise, in a good channel state.
We consider two possible F values: F = 5 dB or F = 10
dB. If an MS is in a bad channel state, the scheduler uses
the moderate or aggressive backoff scheme to determine the
probabilities to keep the batches of this MS dormant. So, from
the same MS, some batches may be dormant, and others may
not. In the aggressive backoff scheme, we choose the threshold
tm = D/3.

Define a multiuser diversity gain for an MS in a diversity
DWGPS scheme as the ratio of average transmission power
for an LL packet from the MS in the non-diversity DWGPS
scheme to that in the diversity DWGPS scheme. Fig. 7 shows
the 90% confidence interval of the mean multiuser diversity
gain for F = 5 dB/10 dB and moderate/aggressive backoff
schemes in the slow fading and fast fading environments.
Table IV shows the LL packet loss rates of the IB/PB/E batch
classes in the diversity DWGPS environments, in comparison
with those in non-diversity DWGPS. It can be seen that the
diversity DWGPS does not provide as strong protection to
high priority class (i.e., IB and PB) traffic as non-diversity
DWGPS does. This is because if a high priority batch keeps
dormant when having bad channel quality, part of its sacrificed
resources will be allocated to low priority classes. This part of
resources cannot be claimed back if most of low priority class
traffic is deemed to be lost in the non-diversity DWGPS. Even
though this imposes on subsequent LL frames more capacity
requirements for high priority traffic, the available capacity
may not be sufficient to satisfy the high priority traffic. In
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Fig. 8. The Fairness Index distributions of class PB (at phases 3&4) and
E (at phases 1&2&5) in slow and fast fading cases with F = 10 dB and
aggressive backoff.

comparison with F = 10 dB, F = 5 dB brings about obvious
service degradation in terms of LL packet loss rates to high
priority batch classes. This is because F = 5 dB leads to a
larger probability of an MS being considered in a bad channel
state, resulting in a larger probability of a batch being kept
dormant, which imposes more capacity requirements on later
LL frames. Note that the probability of a channel 10 dB less
than average quality is 10%, while the probability of a channel
5 dB less than average quality is 27%. At F = 10 dB, the
aggressive backoff scheme outperforms the moderate backoff
scheme in terms of mean multiuser diversity gain, at the cost
of negligible (or non-negligible) service degradation in terms
of LL packet loss rates to high priority classes in the fast (or
slow) fading environment.

The fairness performance in the fast fading cases are not
affected much, as compared with the non-diversity case. This
is because in fast fading, sacrificed services can be compen-
sated quickly (likely to be within the delay bound). In the slow
fading cases, the fairness performance is slightly degraded. As
an example, Fig. 8 shows the distribution of Fairness Index
values for the slow fading and fast fading cases at F = 10 dB
with aggressive backoff.

V. CONCLUSION

In this paper, we present a cross-layer protocol stack archi-
tecture for transmitting compressed video traffic over the wire-
less Internet. In the cross-layer architecture, the proposed link
layer DWGPS resource allocation benefits from the application
layer information such as the batch class and batch arrival size;
and in return, the link layer tries to provide the application
layer with a stringent delay bound and a strong protection to
high priority traffic classes in the case of resource shortage.
DWGPS also shows good fairness performance. A scheduling
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TABLE IV

LL PACKET LOSS RATES OF THE DIVERSITY DWGPS SCHEMES IN THE SLOW AND FAST FADING ENVIRONMENTS WITH PARAMETERS: I) F = 5 DB,

MODERATE BACKOFF; II) F = 10 DB, MODERATE BACKOFF; III) F = 5 DB, AGGRESSIVE BACKOFF; AND IV) F = 10 DB, AGGRESSIVE BACKOFF.

Traffic load LL packet Non- Diversity in slow fading Diversity in fast fading

phase loss rate diversity I II III IV I II III IV

Pe(IB) (%) 0 0.1 0 1.9 2.0 0 0 0 0

Phase 1 Pe(PB) (%) 0 0.1 0 1.0 0.3 0 0 0.1 0

Pe(E) (%) 0 0 0 6.1 0.9 0 0 0.1 0

Pe(IB) (%) 0.7 1.1 0.8 5.1 2.4 0.9 0.7 1.5 0.7

Phase 2 Pe(PB) (%) 1.3 3.5 1.8 15.4 4.0 2.5 1.7 6.9 2.1

Pe(E) (%) 71.2 70.7 71.1 67.5 70.3 71.1 71.2 70.0 71.1

Pe(IB) (%) 1.6 4.1 2.4 12.2 4.2 3.1 2.0 6.8 2.8

Phase 3 Pe(PB) (%) 49.9 52.1 50.9 52.3 51.2 52.8 51.4 55.5 52.0

Pe(E) (%) 98.2 97.0 97.8 94.4 97.1 97.2 97.8 95.5 97.4

Pe(IB) (%) 1.2 4.2 2.1 13.9 4.6 2.3 1.7 5.8 2.2

Phase 4 Pe(PB) (%) 45.0 47.0 45.2 46.2 46.4 47.3 45.9 49.3 47.0

Pe(E) (%) 97.4 96.2 97.2 93.9 96.3 96.7 97.2 95.4 96.8

Pe(IB) (%) 0.8 2.0 1.1 6.3 2.4 1.4 1.1 3.2 1.5

Phase 5 Pe(PB) (%) 1.7 3.4 2.1 10.6 4.3 2.1 1.9 3.8 2.2

Pe(E) (%) 59.9 58.8 59.5 56.6 58.7 59.3 59.7 58.8 59.4

procedure for DWGPS is proposed, which uses only per-
batch information and avoids complex per-packet virtual time
calculation. The scheduling procedure can also provide helpful
insights to the design of a traditional GPS server over a
hybrid TD/CDMA system. The DWGPS resource allocation
can automatically adapt to multiuser diversity without many
modifications. With careful design of the backoff strategy
and good/bad threshold, the multiuser diversity gain can be
achieved with negligible service degradation in terms of packet
loss rates and fairness levels.
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