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A Cooperative Multicast Strategy in Wireless Networks
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Abstract—Multicast is a bandwidth-efficient mechanism to provide
wireless services for a group of terminals. Providing reliable wireless
multicast is challenging due to packet loss and channel fading. In this re-
search, we investigate the medium-access-control (MAC) layer cooperation
to enhance the reliability of wireless multicast. We show that the optimal
relaying strategy is a pure threshold policy, i.e., the optimal number of
relays is bounded by a threshold. We also propose a simple and efficient
algorithm to find the optimal time allocation for the direct and relay
transmissions.

Index Terms—Cooperation, multicast, relay, throughput.

I. INTRODUCTION

The past two decades have witnessed a variety of wireless net-
works [1]–[7]. Recently, multicast applications over various wire-
less networks have become popular, where information data are
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simultaneously delivered to a group of terminals. Examples include In-
ternet Protocol Television over WiMax [8] and multimedia broadcast/
multicast service in third-generation networks [9], [10]. However, the
erroneous nature and the high packet loss rate of wireless channels
make wireless multicast very challenging, and it is of critical impor-
tance to design reliable wireless multicast techniques.

Many techniques have been proposed in the literature to combat
channel fading in wireless multicast networks, e.g., retransmissions
[11], [12], error-correcting codes [13]–[16], and cooperation among
terminals [17]–[20]. Among them, cooperative multicast has recently
attracted much attention, which is motivated by the following fact.
In an ad hoc network or a vehicular ad hoc network [e.g., a group
of vehicles is listening to the information from serving base stations
(BSs)], when a source tries to multicast to multiple receivers, generally,
the receivers undergo different channel fadings, i.e., some receivers
may have good channel conditions, whereas others do not. To have as
many successful receivers as possible, the source may have to use a
low transmission rate to make receivers with bad channels correctly
receive. On the other hand, cooperative multicast can allow the source
to transmit at a higher rate by letting receivers help each other forward
packets to exploit the spatial diversity and enhance the reliability of
wireless multicast [21]–[32]. In the literature, research on cooperative
multicast can roughly be categorized into three directions.

1) Network-coding-based cooperation: Network coding has the
capability of increasing network throughput by exploiting the
shared nature of the wireless medium. Cooperation among ter-
minals is triggered after a batch of broadcast packets has been
sent from the source. In [23], it is shown that the optimal trans-
mission scheduling problem in network-coding-based coopera-
tive peer-to-peer repair is NP-hard, and heuristic protocols are
given with knowledge of network topology and packet loss infor-
mation. In [24], random network coding is adopted in WiMAX,
and the channel and power allocation in relaying terminals is
investigated to optimize multicast rates. It is assumed that the
BS has the knowledge of channel state information on each link.
In [25], a practical network-coding-based cooperative multicast
protocol is investigated, with focus on the one-relay case.

2) Space-time coded cooperation: When there are multiple relays,
space-time coding can be utilized by the relays to forward signal
to other terminals. System performance can be improved, with
the cost of computational complexity. In [26], outage capacity is
analyzed for two-phase space-time-coded cooperative multicast.
It is shown that cooperation can improve outage capacity in
a large network with low signal-to-noise ratio (SNR). In [27],
the improvement of coverage and latency in space-time-coded
cooperative broadcast is studied, and centralized approximation
for the optimal cooperative broadcasting problem is also given.

3) Power-efficient cooperation: When the size of a network in-
creases, the power consumption in wireless multicast/broadcast
will also increase. Therefore, it is important to achieve power
efficiency in wireless multicast/broadcast. In [28], the opti-
mal power-allocation problem in a dense network is studied,
in which the optimal transmission order and power of the
source and relays are found. Low-complexity distributed power-
efficient protocols are also proposed. In [31], a maximal lifetime
accumulative broadcast algorithm is given, which determines
the transmission order and power of the terminals such that the
network lifetime is maximized.

Furthermore, the work in [29] proposes a loss-compensation pro-
tocol using route diversity, where lost packets are retransmitted to
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Fig. 1. System model.

terminals near the edges of adjacent cells. In addition, in [32], a
cooperative strategy is proposed for video multicast, whereas the work
does not consider multipath fading in wireless channels.

In this paper, we study medium-access-control (MAC) layer coop-
eration in wireless multicast, where the BS sends packets to a group of
terminals. The packets to be delivered are delay sensitive (e.g., real-
time traffic), such that they are considered useless if not delivered
within a period (e.g., a time slot). The motivation of our work is
to determine the optimal relaying strategy when there are a number
of relays available. The major contribution of our work is twofold.
First, we show that, interestingly, the optimal relaying strategy (to
maximize the total throughput) is a pure threshold policy, i.e., the
optimal number of relays is bounded by a threshold, which can be
obtained via numerical methods. Second, to avoid the complexity in
exhaustive search for the optimal time allocation between direct and
relay transmissions, we propose a simple algorithm that can quickly
find the optimal time allocation.

Note that our research focuses on the multicast of one packet, which
is delay sensitive, whereas the network-coding-based cooperative mul-
ticast usually deals with transmissions of a batch of packets. The
delay-sensitive nature of the traffic determines that network coding
may not be appropriate since the waiting time for a batch of pack-
ets may not be tolerable. On the other hand, our research and the
space-time-coded cooperative multicast are complementary to each
other. In particular, space-time coding can also be added into our
system model for performance improvement, which deserves further
investigation.

The rest of this paper is organized as follows. Section II describes
the system model and formulates the problem. Section III gives a
detailed discussion of the optimum relay selection scheme. Section IV
presents a simplified numerical method for optimal time allocation.
Section V provides simulation results and performance analysis of the
proposed strategy. Section VI gives some further discussion, followed
by conclusions in Section VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The considered model is a single-hop wireless multicast network
shown in Fig. 1, where the BS multicasts to a group of N terminals that
are close to each other. The distance between the BS and terminals is
much larger than the distance between any two terminals.1 We consider
live multicast applications, which have stringent delay constraint and
require that a packet of length L must be delivered to all terminals
within time duration T .

Similar to [32], we employ a MAC-layer cooperative multicast strat-
egy, as shown in Fig. 2. It contains two stages that have time duration
T1 = (1 − α)T and T2 = αT , respectively, where 0 ≤ α < 1. In the

1When the terminals are not close to each other (e.g., when a BS tries to
broadcast to all terminals in its coverage), the total coverage can be partitioned
into a number of small regions, or the terminals close to each other can self-
organize to form a small group. Then, our target system is the particular small
groups.

Fig. 2. Cooperative strategy.

first stage, the BS transmits the packet at rate R1 = L/T1. We assume
that the wireless link between the BS and a terminal experiences
Rayleigh fading, and the channel gain can be modeled as complex
Gaussian with CN (0, σ2

B).2 We further assume that all channel gains
from the BS to the terminals are independent and identically distrib-
uted (i.i.d.). Similar to [33], we claim that a terminal correctly receives
the packet if its instantaneous channel capacity (which is the Shannon’s
capacity) is larger than or equal to the BS’s transmission rate R1.3

Thus, given our model, the probability that a terminal successfully
receives the packet in stage 1 is p1 = exp((1 − 2R1)N0/PBσ2

B) =
exp((1 − 2R1)/Γ1), where PB is the BS’s transmission power, N0

is the variance of the zero-mean additive white Gaussian noise, and
Γ1 = PBσ2

B/N0. Note that p1 is a function of the time-allocation
parameter α and is the same for all terminals. Let s1 be a random
variable denoting the number of terminals that successfully receive
the packet in stage 1. We have Pr[s1 = i] =

(
N
i

)
pi
1(1 − p1)

N−i for
0 ≤ i ≤ N . These terminals send feedbacks to the BS, indicating
their success in receiving the packet. In addition, we assume that the
feedback time is negligible.

In stage 2, terminals who successfully receive the packet in stage 1
help forward the packet to others. The channel gain between any two
terminals is assumed to be i.i.d. and modeled as complex Gaussian
with CN (0, σ2

R). Note that the non-i.i.d. case is to be discussed in
Section VI. Given that i terminals correctly receive the packet in the
first stage, since all channel gains between terminals are i.i.d., the BS
randomly selects mi ≤ i of them to serve as relays, and the selected
relays take turns to broadcast the packet in stage 2. The time duration
T2 in stage 2 is divided into mi intervals of equal length, each for a
relay who transmits the packet at the same rate R2 = miL/T2 using
the same power PR. Note that, when s1 = N (all terminals correctly
receive the packet in stage 1), mN = 0, and there is no need for
terminals to forward the packet in stage 2. For a terminal who fails
in stage 1, it can correctly receive the packet from a relay if the
instantaneous channel capacity (between the terminal and the relay)
exceeds the transmission rate R2, which happens with probability
p2 = exp((1 − 2R2)N0/PRσ2

R) = exp((1 − 2R2)/Γ2), where Γ2 =
PRσ2

R/N0. A terminal succeeds in stage 2 if it correctly receives
the packet from at least one of the mi relays, which happens with
probability (1 − (1 − p2)

mi). Let s2 be the number of terminals who
fail in stage 1 but successfully receive the packet in stage 2. Given that
s1 = i and mi relays help forward the packet, s2’s conditional mean
is E[s2|i, mi] = (N − i)(1 − (1 − p2)

mi).

Define m
Δ
= (m1, m2, . . . , mN ), and let s(α,m) be the total num-

ber of terminals who successfully receive the packet within T (either
from the BS or from one of the relays). Following the preceding

2In this research, it is also assumed that the channel gain in a link (from
the BS to a terminal or from one terminal to another) does not change within
duration T .

3The Shannon’s capacity is used, because, in this research, we do not specify
any modulation and coding. In a real system, when the modulation and coding
are specified, the probability of successful packet reception (p1 or p2 in this
section) can also be calculated, which depends on the probability density
function of the channel fading and the modulation and coding schemes.
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analysis, we define the system throughput as the mean of s(α,m),
which can be calculated using

E [s(α,m)]

=

N∑
i=1

[i + (N − i) · (1 − (1 − p2)
mi)] Pr{s1 = i}

=

N∑
i=1

{
[i + (N − i) · (1 − (1 − p2)

mi)]

·
(

N

i

)
pi
1(1 − p1)

N−i

}
. (1)

In our work, we select the optimal relay number m and the optimal
time-allocation parameter α to maximize the system’s throughput
E[s(α,m)].

III. OPTIMAL RELAY SELECTION

We first fix the time-allocation parameter α and select the optimal
relay number m. From (1), for each s1 = i, the relay-selection pa-
rameter mi only affects the term (1 − (1 − p2)

mi). Therefore, for a
fixed α, maximization of E[s(α,m)] is equivalent to maximization
of (1 − (1 − p2)

mi) or, equivalently, minimization of (1 − p2)
mi for

all 1 ≤ i ≤ N − 1. Define t
Δ
= 1/Γ2, q

Δ
= R2/mi = L/(αT ), and

p(α, mi)
Δ
= exp(t(1 − 2qmi)). Thus, p2 = exp((1 − 2R2)/Γ2) =

p(α, mi), and the optimal relay-selection becomes the following opti-
mization problem: For 1 ≤ i ≤ N − 1

minimizemi
Q(α, mi)

Δ
= (1 − p(α, mi))

mi

subject to 0 ≤ mi ≤ i. (2)

Note that, in (2), mi is an integer. To gain insights into the optimal re-

lay selection problem, we first consider the minimization of Q(α, x)
Δ
=

(1 − p(α, x))x, where p(α, x)
Δ
= exp(t(1 − 2qx)) and x ∈ R

+ is a
positive real number. The following result can be obtained.

Lemma 1: For a fixed α, Q(α, x) achieves its minimum value
at x = x0, where (∂Q(α, x)/∂x)|x=x0 = 0. In addition, Q(α, x) is
a monotonically decreasing function of x when 0 < x ≤ x0, and it
monotonically increases when x > x0.

The proof of Lemma 1 is in Appendix A.
For a given α, let x0(α) be the root of the equation

(∂Q(α, x)/∂x) = 0, and define

m∗(α) =

{
�x0(α)� , if Q (α, �x0(α)�) ≤ Q (α, �x0(α)�)
�x0(α)� , otherwise.

(3)

Here, �·� and �·� are the floor and ceiling functions, respectively. Based
on Lemma 1, for integer mi, Q(α, mi) is a monotonically decreasing
function of mi when mi ≤ m∗(α), and Q(α, mi) monotonically
increases if mi > m∗(α). Therefore, for a given s1 = i, to minimize
Q(α, mi) and to maximize the network throughput, if the number of
successful terminals in stage 1 is smaller than m∗(α), then all these
successful terminals should be selected as relays; otherwise, the BS
should randomly select only m∗(α) of the i successful terminals to
serve as relays in stage 2.

To summarize, the optimal mi can be found by

mopt
i =

{
min (i, m∗(α)) , if i < N
0, if i = N

(4)

Fig. 3. Illustration of Algorithm 1.

and m∗(α) works as a threshold in determining the optimal number of
relays. Interestingly, it can be seen that m∗(α) depends on α but not i
and can be numerically found according to (3).

With the optimal relay selection algorithm, the network throughput
E[s(α,m)] in (1) becomes

E [s(α)] =

N∑
i=1

{[
i + (N − i) ·

(
1 − (1 − p2(α))m

opt
i

)]

·
(

N

i

)
p1(α)i (1 − p1(α))N−i

}
. (5)

IV. OPTIMAL TIME ALLOCATION

In this section, based on our optimal relay selection strategy in
the previous discussion, we find the optimal time-allocation scheme.
Note that x0(α) and m∗(α) in (3) are functions of α. Therefore, to
determine the optimal time allocation, we need to find m∗(α) for all
α ∈ [0, 1), which is computationally expensive.

For any given α ∈ [0, 1), instead of solving the differential equation
(∂Q(α, x)/∂x) = 0 to obtain m∗(α) based on (3), we propose an
efficient algorithm to find m∗(α) with less complexity. The following
lemmas are introduced to facilitate the algorithm.

Lemma 2: x0(α) linearly scales with α. That is, given α1 �=
α2, let x0(α1) and x0(α2) be the solutions to (∂Q(α1, x)/∂x) =
0 and (∂Q(α2, x)/∂x) = 0, respectively. Then, we have (x0(α1)/
x0(α2)) = α1/α2.

The proof of Lemma 2 is given in Appendix C.
Lemma 2 means that, if we find x0(α0) for a specific value α0, then

for any other α ∈ (0, 1), we have x0(α) = x0(α0) · α/α0.
Lemma 3: For an integer n, assume that a, b ∈ (0, 1) satisfy

x0(a) = n and x0(b) = n + 1. If m∗(α0) = n + 1 for a specific
α0 ∈ (a, b), then m∗(α) = n + 1 for any α ∈ [α0, b].

The proof of Lemma 3 is given in Appendix D.
For interval [a, b], where x0(a) = n and x0(b) = n + 1 (n is an

integer), it is obvious that, when α increases from a to b, there
is an αn that satisfies Q(αn, n) = Q(αn, n + 1). From Lemma 3,
we have m∗(α) = n if α ∈ [a, αn] and m∗(α) = n + 1 for any
α ∈ (αn, b]. Based on this observation, we have the following sim-
plified algorithm to efficiently find the values of m∗(α) for any
α ∈ [0, 1). An illustration is shown in Fig. 3, in which x0(α) and
m∗(α) are represented by the dashed-dotted line and solid line,
respectively.
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Algorithm 1: Determination of m∗(α)(0 ≤ α < 1)
1: Let α = 1, and solve (∂Q(α = 1, x)/∂x) = 0 to get x0(α)|α=1.
2: Draw the figure of x0(α) = α · x0(α)|α=1.
3: Draw lines x0(α) = 1, 2, . . ., which will partition the line of

x0(α) = α · x0(α)|α=1 into K regions with index 0, 1, . . . , K −
1. Assume that region k is between lines x0(α) = k and
x0(α) = k + 1.

4: In region k = 0, if α = 0, then m∗(α) = 0; Otherwise,
m∗(α) = 1.

5: for k = 1 : K − 1 do
6: In region k, use numerical methods such as bisection search to

find the point of α = αk such that Q(αk, k) = Q(αk, k + 1).
7: In region k, m∗(α) = k if α ∈ [jk, αk], and m∗(α) = k + 1 if

α ∈ (αk, jk+1], where jk = k/x0(α)|α=1.

Step 3 of the algorithm is to partition the line x0(α) into several
regions. In region k, at the left end, we have x0(α) = k, whereas, at
the right end, we have x0(α) = k + 1. Therefore, in region k, m∗(α)
is either k or k + 1. From Lemma 3, when α moves from the left end
to the right end in region k, once we have m∗(α) = k + 1 at one
particular value of α, the value of m∗(α) will keep at value k + 1
when α further moves from the particular value to the right end of the
region. Therefore, in Step 6, the bisection search method is used to
find the particular value of α in region k. In addition, in the region, we
have m∗(α) = k and m∗(α) = k + 1 at the left and right sides of the
particular value, respectively, as shown in Step 7.

The major advantage of the preceding algorithm is that we only need
to solve (∂Q(α, x)/∂x) = 0 once, and then, we can get all values of
m∗(α) by fast search. Note that, when the algorithm is not adopted,
we have to solve (∂Q(α, x)/∂x) = 0 for each value of α within 0 ≤
α < 1, which is computationally complex.

Given the preceding efficient method to determine m∗(α) for
all α ∈ [0, 1), the optimal time allocation can be found as follows.
First, we uniformly sample α in the range of [0, 1) using a step size
δ (	 1). Then, we find m∗(α) for all sampled α values according to
Algorithm 1 and calculate the corresponding network throughput
E[s(α)] using (5). Finally, we select the value of α that maximizes
E[s(α)] as the optimal time-allocation parameter. Note that α = 0
corresponds to direct transmission without terminal cooperation.

V. PERFORMANCE EVALUATION

In this section, we analyze the performance of the proposed cooper-
ative multicast strategy and compare it with that of the direct multicast
scheme without cooperation. We first analyze the performance of
our cooperative scheme with different time allocations. Consider a
network with N = 100 terminals. The packet size L is 8 Kbits, which
needs to be received within T = 10 ms over a wireless channel with
1-MHz bandwidth. We fix Γ1 = 0 dB and Γ2 = 10 dB. Fig. 4 shows
E[s(α)], which is the average number of terminals that successfully
receive the packet during T with different values of α. It is observed
that E[s(α)] decreases with α at first and then increases to a maximum
point and then decreases again. This can be explained as follows.
When the time duration for the relay session (i.e., stage 2) is very
short (α is close to 0), the success probability p2 in stage 2 is very
small such that almost no terminal can successfully receive from a
relay. Thus, a larger α means more waste of time and degrades the
performance. As α increases to a certain level, the success probability
p2 becomes larger, and cooperation in stage 2 takes effect. Thus, the
overall throughput increases. As α further increases (close to 1), the

Fig. 4. Expected number of total successful terminals.

Fig. 5. Comparison of cooperative multicast and direct multicast.

time for BS transmission T1 is very small (close to 0), which means
that the success probability p1 is very small and that almost no terminal
can correctly receive the packet in stage 1. As a result, the throughput
dramatically decreases.

Next, we compare our cooperative strategy with direct multicast.
The cooperative strategy is designed with the optimal time allocation
and optimal relay selection. We vary the values of Γ1 and Γ2 while
keeping the difference of them at Γ2 − Γ1 = 10 dB. Note that Γ1 and
Γ2 are the average SNR for the channel from the BS to the terminals
and between any two terminals, respectively. Fig. 5 shows the average
number of successful terminals versus Γ1. We observe that, when Γ1

is smaller than −6.4 dB, the optimal cooperative strategy is just direct
multicast. The reason is given as follows. When Γ1 is very small
(which means that the channel from the BS to the terminals is poor),
it is not beneficial if we partition the duration T into two stages and
let the BS transmit in the first stage, because almost no terminal will
successfully receive in the first stage due to poor channel quality. As
the value of Γ1 increases beyond a certain level, cooperation achieves
a better performance. Particularly, in Γ1’s region from −4 to 4 dB,
the optimal cooperative strategy achieves significant performance gain,
compared with the direct multicast. When Γ1 further increases (more
than 8 dB), both the cooperative strategy and direct multicast can
achieve high throughput, and the difference between them becomes
insignificant.
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TABLE I
OPTIMAL NUMBER OF RELAYS AND MAXIMAL SYSTEM THROUGHPUT VERSUS THE NUMBER k OF

SUCCESSFUL TERMINALS IN T1 IN THE NON-i.i.d. CASE

VI. FURTHER DISCUSSION

Our analysis in the preceding sections is based on an assumption
that the channels between terminals are i.i.d., which is referred to
as the i.i.d. case. It is essential to investigate the impact if the
channels between terminals are not identically distributed. Consider
the following non-i.i.d. case. The terminals are uniformly distributed
within a circle with radius R. The channel between any pair of
terminals undergoes path loss with exponent 2 and Rayleigh fading.
In the non-i.i.d. case, the probability p2 in the preceding sections
is no longer the same for each pair of terminals and is expressed
as p2(D, R2) = exp(D(1 − 2R2)), where D = N0/PRσ2

R depends
on the channel propagation statistics between any two terminals. To
deal with the heterogeneity of p2, we use approximation as follows.
For the N terminals uniformly distributed within the circle, we can
numerically calculate the average value of D, which is denoted as
D, and further calculate the corresponding value of p2, which is
denoted as p2 = p2(D, R2) for a particular value of R2. By using
p2 to approximate the successful probability between any pair of
terminals, we can approximate the system throughput, as shown in (1),
by replacing p2 with p2. For this approximation, we can further get the
optimal relay selection and optimal time allocation.

We use computer simulations to evaluate the accuracy of the ap-
proximation. Consider N = 10 terminals uniformly distributed within
a circle with unit radius. The wireless channel bandwidth is 1 MHz.
The BS transmission time is T1 = 10 ms, and the cooperation period
is T2 = 10 ms. Packet length L = 8 Kbits. The average received
SNR for a terminal from BS is Γ1 = 0 dB, and the average received
SNR between two terminals is 0 dB if the distance between the two
terminals is unit. We randomly generate 1000 topologies based on
the terminal distribution. When k(∈ {1, 2, . . . , N}) terminals success-
fully receive the packet from BS in T1, by exhaustive search (on how
many relays are selected and which relays are selected), we can get
the optimal number of relays, which achieves the maximal average4

system throughput for the 1000 topologies, as shown in Table I. The
approximation results are also given in Table I. It can be seen that the
approximation matches well with the exhaustively searched optimal
results, which demonstrates the accuracy of the approximation for the
non-i.i.d. case.

VII. CONCLUSION

In this paper, we have proposed a cooperative multicast strategy for
transmissions of delay-sensitive traffic. We have analyzed the optimum
relay-selection scheme and shown that the optimal relay number is
bounded by a threshold value. We have also proposed a fast algorithm
to find the optimal time allocation for BS transmission and terminal
cooperation. Numerical results have shown that our proposed strategy
can enhance the network performance. This research should provide
helpful insights into designs of cooperative multicast strategies over
wireless networks.

4Note that, here, the average is for 1000 topologies.

APPENDIX A
PROOF OF LEMMA 1

Proof: Taking the first derivative of lnQ(α, x) = ln{(1 −
p(α, x))x} with respect to x, we have

∂ lnQ(α, x)

∂x
=

1

Q(α, x)

∂Q(α, x)

∂x

= ln (1 − p(α, x)) +
(−1) · x

1 − p(α, x)

∂p(α, x)

∂x

where

∂p(α, x)

∂x
= exp (t(1 − 2qx)) · t · (−1) · ln 2 · q · 2qx

= − qt(ln 2)p(α, x)2qx.

Therefore, we have

∂Q(α, x)

∂x

= Q(α, x)

{
ln (1 − p(α, x)) +

(−1) · x
1 − p(α, x)

∂p(α, x)

∂x

}

=
Q(α, x)p(α, x)

1 − p(α, x)

{
1 − p(α, x)

p(α, x)
ln (1 − p(α, x))

+ qt(ln 2)x2qx

}

=
Q(α, x)p(α, x)

1 − p(α, x)
f(α, x) (6)

where

f(α, x)
Δ
=

1 − p(α, x)

p(α, x)
ln (1 − p(α, x)) + qt(ln 2)x2qx. (7)

Appendix B shows that f(α, x) has two properties.
i)

lim
x→0

f(α, x) = 0, lim
x→+∞

f(α, x) = +∞. (8)

ii) Define x∗ as the root of (∂f(α, x)/∂x) = 0; then, we have⎧⎨
⎩

∂f(α,x)
∂x

< 0, if 0 < x < x∗

∂f(α,x)
∂x

= 0, if x = x∗

∂f(α,x)
∂x

> 0, if x > x∗.

(9)

From the two properties, it can be seen that f(α, x) = 0 has a single
root x0 ∈ (0,+∞), and{

f(α, x) < 0, if 0 < x < x0

f(α, x) = 0, if x = x0

f(α, x) > 0, if x > x0.
(10)

For x ∈ (0,+∞), we have p(α, x) ∈ (0, 1) and Q(α, x) ∈ (0, 1), and
thus, Q(α, x)p(α, x)/(1 − p(α, x)) > 0. Based on (6), (8), and (10),
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we have ⎧⎨
⎩

∂Q(α,x)
∂x

< 0, if 0 < x < x0
∂Q(α,x)

∂x
= 0, if x = x0

∂Q(α,x)
∂x

> 0, if x > x0.

(11)

Therefore, Q(α, x) has one global minimum at x = x0, and it is a
monotonically decreasing function of x if x ∈ (0, x0) and monotoni-
cally increases as x increases from x0. This completes the proof. �

APPENDIX B
PROOF OF (8) AND (9)

Proof of (8): Note that p(α, x) is monotonically decreasing with
x, and

lim
x→0

p(α, x) = 1, lim
x→+∞

p(α, x) = 0.

We have

lim
x→0

f(α, x) = lim
p(α,x)→1

{
1 − p(α, x)

p(α, x)
ln (1 − p(α, x))

}

+ lim
x→0

{qt(ln 2)x2qx} = 0

lim
x→+∞

f(α, x) = lim
p(α,x)→0

{
1 − p(α, x)

p(α, x)
ln (1 − p(α, x))

}

+ lim
x→+∞

{qt(ln 2)x2qx} = +∞.

Proof of (9): We first show that (∂f(α, x)/∂x) is a monotoni-
cally increasing function of x for x ∈ (0,+∞). We have

∂f(α, x)

∂x

=
∂

{
1−p(α,x)

p(α,x)
ln (1 − p(α, x))

}
∂x

+
∂ {qt(ln 2)x2qx}

∂x

= qt(ln 2)2qx

{
1

p(α, x)
ln (1 − p(α, x)) + 2 + q ln 2 · x

}
.

(12)

Let G(α, x)
Δ
= (1/p(α, x)) ln(1 − p(α, x)). We have

∂G(α, x)

∂x

=

{
−1

p2(α, x)
ln (1 − p(α, x)) − 1

p(α, x) (1 − p(α, x))

}

· ∂p(α, x)

∂x

=
qt(ln 2)2qx

p(α, x) (1 − p(α, x))

× {(1 − p(α, x)) ln (1 − p(α, x)) + p(α, x)} .

Let g(p)
Δ
= (1 − p) ln(1 − p) + p. We have g′(p) = − ln(1 − p) >

0 for p ∈ (0, 1), and thus, g(p) is monotonically increasing when
p ∈ (0, 1). Since limp→0 g(p) = 0, we have g(p) > 0 for p ∈
(0, 1). Then, it is obvious that (∂G(α, x)/∂x) > 0, with p(α, x) ∈
(0, 1), where x ∈ (0,+∞). Thus, G(α, x) is a monotonically in-

creasing function of x for x ∈ (0,+∞), and so is the function
T (α, x)

Δ
= G(α, x) + 2 + q ln 2 · x.

It is easy to prove that

lim
x→0

T (α, x) = lim
p(α,x)→1

{
1

p(α, x)
ln (1 − p(α, x))

}
+ 2

= −∞

lim
x→+∞

T (α, x) = lim
p(α,x)→0

{
1

p(α, x)
ln (1 − p(α, x))

}

+ 2 + lim
x→+∞

{q ln 2 · x}

= + ∞.

Based on the monotonically increasing property, T (α, x) = 0 has
only one positive root denoted as x = x∗. Thus, we have{

T (α, x) < 0, if 0 < x < x∗

T (α, x) = 0, if x = x∗

T (α, x) > 0, if x > x∗.

Since qt(ln 2)2qx > 0 and (∂f(α, x)/∂x) = qt(ln 2)2qxT (α, x)
[from (12)], we have⎧⎨

⎩
∂f(α,x)

∂x
< 0, if 0 < x < x∗

∂f(α,x)
∂x

= 0, if x = x∗

∂f(α,x)
∂x

> 0, if x > x∗.

This completes the proof. �

APPENDIX C
PROOF OF LEMMA 2

Proof: From the proof of Lemma 1, (∂Q(α, x)/∂x) = 0 has a
single root x0(α), which satisfies

1 − p (α, x0(α))

p (α, x0(α))
ln (1 − p (α, x0(α)))

+ t(ln 2)
L

T

x0(α)

α
2

L
T

x0(α)
α = 0 (13)

where p(α, x0(α)) = exp(t(1 − 2(L/T )(x0(α)/α))). Thus, finding
x0(α) is equivalent to finding the single root y0 to the following
equation:

1 − exp
(
t
(
1 − 2Ly/T

))
exp (t (1 − 2Ly/T ))

ln
{
1 − exp

(
t
(
1 − 2Ly/T

))}
+ t(ln 2)

Ly

T
2Ly/T = 0 (14)

which does not depend on α. It can be seen that x0(α) = αy0.
Therefore, x0(α) linearly scales with α. �

APPENDIX D
PROOF OF LEMMA 3

Proof: To prove Lemma 3, we first show that, for an infinitely
small positive value ε, we have m∗(α0 + ε) = n + 1.

First, note that, for α0 ∈ (a, b), m∗(α0) = n + 1 means that
x0(α0) ∈ (n, n +1] and Q(α0, n) > Q(α0, n +1).5 From Lemma 1,

5When Q(α0, n) = Q(α0, n + 1), i.e., n and n + 1 relays give the same
system throughput, we choose m∗(α) = n to reduce the total energy con-
sumed by relays.

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on July 14,2010 at 16:31:59 UTC from IEEE Xplore.  Restrictions apply. 



3142 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 6, JULY 2010

Q(α0, x) decreases when x increases from n to x0(α0) and in-
creases when x increases from x0(α0) to n + 1. Since Q(α0, n) >
Q(α0, n + 1), there exists z ∈ (n, x0(α0)) such that Q(α0, z) =
Q(α0, n + 1).

Taking the first derivative of Q(α, x) = (1 − p(α, x))x with respect
to α, we get

∂Q(α, x)

∂α

= x (1 − p(α, x))x−1 · (−1) · ∂p(α, x)

∂α

= ln 2 · t · 2 Lx
αT x2 (1 − p(α, x))x−1 p(α, x)

L

T

(
− 1

α2

)
= ln 2 · t · 2 Lx

αT x2 Q(α, x)p(α, x)

1 − p(α, x)

L

T

(
− 1

α2

)
< 0 (15)

which means that Q(α, x) decreases as α increases. In addition,
as proven in Appendix E, for any given α ∈ [0, 1), if Q(α, z) =
Q(α, n + 1) and 0 < z < x0(α) < n + 1, we then have∣∣∣∣∂Q(α, x)

∂α
|x=z

∣∣∣∣ <

∣∣∣∣∂Q(α, x)

∂α
|x=n+1

∣∣∣∣ . (16)

Since Q(α0, z) = Q(α0, n + 1) and ε is an infinitely small positive
value, we have

Q(α0 + ε, z) − Q(α0 + ε, n + 1)

= ε

(
∂Q(α, x)

∂α

∣∣∣∣
x=z,α=α0

− ∂Q(α, x)

∂α

∣∣∣∣
x=n+1,α=α0

)

+ O(ε2) > 0. (17)

Furthermore, since z ∈ (n, x0(α)) and x0(α0 + ε) = x0(α0)(α0 +
ε)/α0 > x0(α0), we have z ∈ (n, x0(α0 + ε)). Note that, from
Lemma 1, Q(α0 + ε, x) decreases when x changes from n to x0(α0 +
ε). Consequently, we have

Q(α0 + ε, n) > Q(α0 + ε, z)
from(17)

> Q(α0 + ε, n + 1) (18)

and therefore, m∗(α0 + ε) = n + 1. From m∗(α0 + ε) = n + 1, we
have m∗(α0 + 2ε) = m∗((α0 + ε) + ε) = n + 1, using the same
proof as previously mentioned. Keeping adding ε, we can eventually
have m∗(α) = n + 1 for any α ∈ [α0, b]. This completes the proof. �

APPENDIX E
PROOF OF (16)

Proof: For any given α ∈ [0, 1), from (15) and the fact that
Q(α, z) = Q(α, n + 1), we have∣∣ ∂Q(α,x)

∂α
|x=z

∣∣∣∣ ∂Q(α,x)
∂α

|x=n+1

∣∣ =

1−p(α,x)

qt(ln 2)x22qxp(α,x)
|x=n+1

1−p(α,x)

qt(ln 2)x22qxp(α,x)
|x=z

(19)

where q = L/(αT ). Since Q(α, z) = Q(α, n + 1), we have (1 −
p(α, z))z = (1 − p(α, n + 1))n+1, which leads to (z/n + 1) =
ln(1 − p(α, n + 1))/ ln(1 − p(α, z)). Thus, (19) can be rewritten as∣∣ ∂Q(α,x)

∂α
|x=z

∣∣∣∣ ∂Q(α,x)
∂α

|x=n+1

∣∣ =

(1−p(α,x)) ln(1−p(α,x))
qt(ln 2)x2qxp(α,x)

|x=n+1

(1−p(α,x)) ln(1−p(α,x))
qt(ln 2)x2qxp(α,x)

|x=z

=
|A(α, n + 1)/B(α, n + 1)|

|A(α, z)/B(α, z)| (20)

where A(α, x)
Δ
= (1 − p(α, x)) ln(1 − p(α, x))/p(α, x), and B(α,

x)
Δ
= qt(ln 2)x2qx.
It can be seen that the f(α, x) in (7) can be expressed as f(α, x) =

A(α, x) + B(α, x). In the proof of Lemma 1, it has been shown that
f(α, x) has the following property:{

f(α, x) < 0, if 0 < x < x0(α)
f(α, x) = 0, if x = x0(α)
f(α, x) > 0, if x > x0(α).

For x ∈ (0,+∞), we have p(α, x) ∈ (0, 1), A(α, x) < 0, and
B(α, x) > 0. Thus, from the preceding property of f(α, x), we have{ |A(α, x)| > |B(α, x)| , if 0 < x < x0(α)

|A(α, x)| = |B(α, x)| , if x = x0(α)
|A(α, x)| < |B(α, x)| , if x > x0(α).

For 0 < z < x0(α) < n + 1, we have∣∣∣∣A(α, z)

B(α, z)

∣∣∣∣ > 1 >

∣∣∣∣A(α, n + 1)

B(α, n + 1)

∣∣∣∣ .

Together with (20), it can be concluded that∣∣∣∣∂Q(α, x)

∂α
|x=z

∣∣∣∣ <

∣∣∣∣∂Q(α, x)

∂α
|x=n+1

∣∣∣∣ .

This completes the proof. �
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Performance of Differentiated Rate Scheduling Using
Contention-Based CSI Feedback

Seung Young Park, Senior Member, IEEE

Abstract—In this paper, we address the performance of downlink packet
delivery under differentiated rate scheduling, where the base station sup-
ports different arrival rates to different subsets of users. To reduce the
uplink feedback load, the user whose downlink channel gain is larger than
a threshold is allowed to send its channel-state information with an access
probability through a spread-spectrum-based contention channel. Under
this framework, we show that the differentiated rates can be supported
among the subsets by adjusting their access probabilities according to
their arrival rates. Using large deviation techniques (LDTs), we show that
the throughput can be maintained if the performance degradations in the
delay and the queue length are allowed for the low-arrival-rate user subset.
However, the queue-length performance degradation of the low-rate subset
is less severe compared with that of the delay performance. In addition,
our simulation results show that the delay performance estimation from
LDT analysis is valid even for a delay that is not too large, although it is
developed under the assumption of large delay asymptote.

Index Terms—Contention channel, differentiated rate scheduling, large
deviation techniques (LDTs), multiuser diversity (MUD).

I. INTRODUCTION

W IRELESS packet scheduling has recently been considered
because it is possible to obtain an improved system throughput

through improved scheduling. These gains are obtained due to the
fact that multiuser diversity (MUD) can be exploited. To fully exploit
MUD, a greedy scheduling policy that allocates radio resources to
the user whose channel is near its peak has been employed [1]. In
addition, this greedy scheduling policy is known to maximize the
system throughput only when there is no constraint on scheduling [1].
If every user has a certain probability of being selected, then there
must be some sort of associated delay distribution and, thus, a certain
probability of the delay exceeding a given threshold. More accurately,
the greedy policy does not guarantee a specified maximum delay, e.g.,
for a certain class of service. In practical situations, the average signal-
to-noise power ratio (SNR) may be different because the users are dis-
tributed at different distances from the base station and have different
levels of shadowing. In this case, the maximum delay performance of
the greedy policy becomes more severely degraded. The reason is that
the user with a high average SNR is more frequently selected. On the
other hand, for a given delay constraint, the total system throughput
of the greedy policy in a Rayleigh fading channel eventually decreases
to zero as the number of users becomes sufficiently large [2]. Thus, it
is important to investigate how a large delay is required to maintain
most of the MUD gain with the number of users. A queue-length-
based (QLB) scheduling policy, in which the user with the best queue-
length-weighted channel state is served, has been known to mitigate
this problem [3], [4]. Particularly, it has been shown that MUD can
be exploited through QLB scheduling when the delay constraint is
suitably adjusted with the number of users [5].
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