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#### Abstract

We investigate the power allocation problem in a two-tier femtocell network including a macrocell and multiple femtocells. Due to shadowing and fading effects, at each cell (macrocell or femtocell), the power levels of desired signal and interference signals vary with time. Under this circumstance, one method to achieve transmission quality in the cells is to first get channel state information of all desired links and interference links and then perform power allocation. This method has very large communication and computation overhead. In this work, we focus on power allocation in which the transmit power levels of the users in the cells do not need to change when the wireless channels fluctuate. We formulate a power allocation problem subject to bounded outage probability in any cell (macrocell or femtocell). The formulated problem has probabilistic constraints. It is hard to have closed-form expressions of the probabilistic constraints. To solve this, we propose novel transformations of the constraints, based on which we obtain constraints in the format of worst-case value-at-risk. Such constraints can be converted to convex constraints, and thus, the research problem is transformed to a convex problem. For the convex problem, we provide an iterative algorithm that converges quickly. We also investigate the case when the channel gain distributions are unknown. Our proposed schemes have the merits of very small communication and computation overhead, and are particularly useful in fast fading environments.
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## I. Introduction

Femtocell networks have the advantages of extending the cellular network coverage and providing indoor users with reliable and high-data-rate wireless access. Femtocells in the coverage of a macrocell share the wireless spectrum of the macrocell. Due to the random deployment of femtocells, there may exist severe cross-tier interference between macrocell and femtocells and co-tier interference among femtocells. Therefore, to combat the interference, power allocation is a critical issue for femtocell networks, and has received a lot of research attention recently.

[^0]To achieve power allocation, traditionally the channel state information (CSI) of the desired links and interference links is obtained first, and then the transmit power levels in the femtocells and/or macrocell are managed such that the transmission quality in the cells is guaranteed. However, since it is hard (if not impossible) to get perfect CSI, robust power allocation has been receiving increasing attention, in which "robust" means the power allocation still works if there exists some level of uncertainty in CSI. The work in [1] investigates uplink power control of a two-tier femtocell network, in which only path loss attenuation is considered (without fading). Due to the possible inaccuracy in measuring the path distance of desired and interference links, it is assumed that there is a bounded error in distance estimation, and a robust power allocation problem is formulated and solved, which takes into account quality-of-service of macrocell and femtocell users and power efficiency of femtocell users. The work in [2] assumes there is an uncertainty bound for channel gain estimation of desired links and interference links in downlink of a two-tier femtocell network. Power control and beamforming problems are solved, in which the proposed algorithm has two steps. In the first step, the beamformer in the macrocell is determined, and the power allocation in macrocell and femtocells are jointly determined. In the second step, the beamformers in the femtocells are determined in a distributed manner. The work in [3] considers uplink power allocation of a femtocell network by assuming an uncertainty bound for CSI estimation. A hierarchical game is formulated and solved by iteratively performing two subgames until convergence: the first sub-game is for power allocation in femtocells given power allocation of the macrocell's sub-game, and the second sub-game is for power allocation of the macrocell given power allocation of the femtocells' subgame. The work in [4] considers downlink transmission in a two-tier femtocell network. The femto-base stations have imperfect estimation of the instantaneous channel gain information, and it is assumed that the difference of the estimated channel gain from the exact channel gain is a zero-mean unitvariance complex Gaussian random variable. Power allocation and beamforming are combined so as to mitigate interference among femto-users and macro-users. The effect of channel uncertainty is analyzed, based on which the transmit power level is determined to guarantee spectrum efficiency of indoor edge femto-user and the beam weight is determined from a minimum mean square error (MMSE) criterion. The work in [5] considers a single femtocell in a macrocell. Imperfect CSI is assumed (e.g., considering that the channel CSI estimation has errors, and the errors have known distributions). The power of the macrocell user is given, and the femtocell user needs
to minimize its power consumption such that the quality of its transmission is guaranteed in a probabilistic sense and the interference level to the macrocell user is also bounded in a probabilistic sense. By using semidefinite relaxation (SDR) and/or approximations, the formulated problems are relaxed into convex semidefinite programming problems. The work in [6] deals with power control in an uplink code-division multiple access network. A base station collects instantaneous CSI from each user to itself. The CSI estimations have errors, and the errors for all users' channels are independent and identically distributed within a closed region. To achieve robustness to CSI uncertainty, a probabilistic constraint is adopted, i.e., the outage probability of each user is bounded. The work in [6] targets at solving the formulated minimum power consumption problem by reduced complexity. After approximations of the probabilistic constraint, the formulated problem is transformed to a second order cone programming problem or a linear programming problem, both of which are convex problems. The work in [7] investigates an underlay cognitive radio network, in which a secondary user can share the spectrum with primary users if its interference to each primary user is bounded by a pre-defined threshold. The instantaneous CSI estimation from secondary transmitters to their receivers is perfect, the estimation of instantaneous interference from primary users to secondary users is perfect, while the instantaneous CSI estimation from each secondary transmitter to primary users has bounded errors. To achieve robustness, the interference to primary users is required to be always below a given threshold when the estimation errors are within the bounded region. For two different formations of the bounded region of errors, the secondary throughput optimization problem is solved. Tradeoff between robust interference control and secondary throughput is further investigated, by keeping the probability of violating the interference requirement below a given threshold.

In these existing robust power allocation schemes, it is still required that the instantaneous CSI of the links (desired links and interference links) should be measured. In a two-tier femtocell network, femtocells are usually isolated from each other [8]. It may be costly, or even impossible, to get instantaneous CSI of interference links. And the transmit power levels in the macrocell and femtocells need to change frequently as the channels vary, resulting in high communication and computation overhead. Further, estimation of instantaneous CSI of all links and subsequent data transmissions should be done within the channel coherence time, which means that existing robust schemes may not work in a fast fading environment. To solve this problem, our target is robust power allocation with much less communication and computation overhead. Our robustness is in the sense that we do not need to measure instantaneous CSI of any link and we do not need to change transmit power levels of the users in the cells when the wireless channels vary with time (due to shadowing and fading).

The contributions of this paper are as follows. 1) The formulated problem has probabilistic constraints. It is hard to have closed-form expressions of the probabilistic constraints. To solve this, we propose novel transformations of the probabilistic constraints, based on which we obtain constraints in
the format of worst-case value-at-risk. Such constraints can be converted to convex constraints, and thus, the research problem is transformed to a convex problem. 2) We prove that the convex problem satisfies some special features, and thus, can be solved by an iterative algorithm that converges quickly. 3) We further investigate the research problem in a more practical setting when the channel gain distributions are unknown. 4) Our solutions are robust to channel fluctuations, with very small communication and computation overhead.

The rest of the paper is organized as follows. The system model is given, and the research problem is formulated and solved in Section II for the cases when the channel gain distributions are known and unknown. The performance of our solutions are evaluated by simulations in Section III, followed by conclusions in Section IV.

## II. Problem Formulation, Transformations, and Iterative Algorithm

## A. System Model

Consider a two-tier femtocell network, which includes a macrocell and a number, $N$, of femtocells inside the coverage region of the macrocell. The radius of the macrocell or a femtocell is $R_{m}$ or $R_{f}$, respectively, with a macrocell base station (BS) or a femtocell BS located at the center. Uplink transmissions in the macrocell and femtocells are considered (note that downlink transmissions can be treated similarly). Consider a target frequency band, which is used by a user in each of the $N+1$ cells. For presentation simplicity, the macrocell is called cell 0 , and the $N$ femtocells are called cell $1,2, \ldots, N$, respectively. In cell $i(i=0,1, \ldots, N)$, the user that uses the target frequency band and the BS are called user $i$ and BS $i$, respectively. Denote $\mathcal{N} \triangleq\{0,1,2, \ldots, N\}$.

Denote $g_{i, j}, i, j \in \mathcal{N}$, as the channel gain from user $j$ to BS $i$, which includes path loss attenuation with pass loss exponent $\alpha$, log-normal distributed shadowing (i.e., the logarithm [to base 10] of the shadowing follows normal distribution with mean zero and variance $\sigma^{2}$ ), and Rayleigh fading.

## B. Optimization Problem and Transformations

In the two-tier network considered, users in the macrocell and femtocells jointly allocate their transmit power such that the communication quality in each cell is guaranteed. For the communication of user $i(\in \mathcal{N})$ to its BS, the signal to interference plus noise ratio (SINR) is given as

$$
\begin{equation*}
\gamma_{i}=\frac{p_{i} g_{i, i}}{\sum_{j=0, j \neq i}^{N} p_{j} g_{i, j}+\delta^{2}} \tag{1}
\end{equation*}
$$

where $p_{l}$ is the transmit power of user $l \in \mathcal{N}$, and $\delta^{2}$ is the variance of background noise.

The target SINR in cell $i$ is given as $\Gamma_{i}$. To provide a certain level of quality-of-service in each cell, the outage probability (i.e., the probability that $\gamma_{i}$ is less than $\Gamma_{i}$ ) should be bounded by $\varepsilon_{i} \in(0,1)$, given as

$$
\begin{equation*}
\operatorname{Pr}\left(\gamma_{i} \geq \Gamma_{i}\right) \geq 1-\varepsilon_{i} \tag{2}
\end{equation*}
$$

where $\operatorname{Pr}(\cdot)$ means probability of an event. The expression of $\gamma_{i}$ in (1) involves multiple random variables $g_{i, j}$ 's $(i, j \in \mathcal{N})$,
which makes it difficult to get a closed-form expression of $\operatorname{Pr}\left(\gamma_{i} \geq \Gamma_{i}\right)$. Even if such a closed-form expression is available, it is very unlikely for constraint (2) to be a convex constraint, which makes it difficult to solve the research problem subject to constraint (2). To address this challenge, we have the following mathematical manipulations to transform constraint (2).

Let

$$
\mathbf{y}_{i}=-\Gamma_{i}\left[p_{0}, p_{1}, \cdots, p_{i-1}, 0, p_{i+1}, \cdots, p_{N}, \delta^{2}\right]^{T}
$$

in which superscript $T$ denotes transpose operation. Define random vector

$$
\mathbf{r}_{i}=\left[\frac{g_{i, 0}}{g_{i, i}}, \frac{g_{i, 1}}{g_{i, i}}, \cdots, \frac{g_{i, i-1}}{g_{i, i}}, 0, \frac{g_{i, i+1}}{g_{i, i}}, \cdots, \frac{g_{i, N}}{g_{i, i}}, \frac{1}{g_{i, i}}\right]^{T}
$$

Then (2) can be rewritten as

$$
\begin{equation*}
\operatorname{Pr}\left(-\mathbf{y}_{i}^{T} \mathbf{r}_{i} \leq p_{i}\right) \geq 1-\varepsilon_{i} . \tag{3}
\end{equation*}
$$

Our objective is to find power allocation of $p_{0}, p_{1}, \ldots, p_{N}$ in the cells such that the total power consumption, given as $\sum_{i=0}^{N} p_{i}$, is minimized subject to constraint (3) for all cells, in which channel gain $g_{i, j}, i, j \in \mathcal{N}$, fluctuates (including path loss, shadowing, and fading) as described in Section II-A.

To solve the above problem, the major challenge lies in the time-varying fluctuations of channel gains $g_{i, j}$ 's. A possible solution is as follows, referred to as an ideal scheme with perfect CSI: for each fading block in which the channel gains keep unchanged, a central controller (e.g., the macrocell BS) collects instantaneous values of $g_{i, j}$ 's for all $i, j \in \mathcal{N}$, and performs power allocation to minimize the total power consumption such that the achieved SINR in each cell is not less than the target value; then the central controller sends the power allocation results to all the cells via a control channel. The major drawback of the ideal scheme is that the communication overhead (for collecting instantaneous CSI of all desired links and interference links) and computational overhead (for solving the power allocation problem for each fading block) are both very large. Therefore, it is desired to have power allocation with much less communication and computation overhead.

Accordingly, we select to satisfy constraint (3) in an "imaginary" more general case as follows. For constraint (3), denote the mean and covariance matrix of vector $\mathbf{r}_{i}$ as $\mathbf{m}_{\mathbf{r}_{i}}=\mathbb{E}\left(\mathbf{r}_{i}\right)$ and $\mathbf{V}_{\mathbf{r}_{i}}=\operatorname{Cov}\left(\mathbf{r}_{i}\right)$, respectively. Here $\mathbb{E}(\cdot)$ represents expectation, and $\operatorname{Cov}(\cdot)$ is the covariance matrix of a vector. Random vector $\mathbf{r}_{i}$ has a distribution, which fully depends on the channel gain distribution as described in Section II-A, although it is hard to have a closed-form expression of the distribution of $\mathbf{r}_{i}$. In this work, we consider an imaginary more general case in which constraint (3) is guaranteed when vector $\mathbf{r}_{i}$ has mean the same as $\mathbf{m}_{\mathbf{r}_{i}}$ and covariance matrix the same as $\mathbf{V}_{\mathbf{r}_{i}}$ but with arbitrary distribution, denoted as $\mathbf{r}_{i} \sim\left(\mathbf{m}_{\mathbf{r}_{i}}, \mathbf{V}_{\mathbf{r}_{i}}\right)$. In other words, we select to satisfy

$$
\begin{equation*}
\inf _{\mathbf{r}_{i} \sim\left(\mathbf{m}_{\mathbf{r}_{i}}, \mathbf{r}_{\mathbf{r}_{i}}\right)} \operatorname{Pr}\left(-\mathbf{y}_{i}^{T} \mathbf{r}_{i} \leq p_{i}\right) \geq 1-\varepsilon_{i} \tag{4}
\end{equation*}
$$

It can be seen that the constraint in (4) has the same format of the worst-case value-at-risk (VaR) introduced
in [9]. Here the term "worst-case" is in the sense that $\operatorname{Pr}\left(-\mathbf{y}_{i}^{T} \mathbf{r}_{i} \leq p_{i}\right) \geq 1-\varepsilon_{i}$ can be guaranteed even if $\mathbf{r}_{i}$ has an adverse distribution in the imaginary general case.

Next we give expressions of the elements of $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$. For presentation simplicity, the first row or column of a matrix is called row 0 or column 0 , respectively, and the first element of a vector is call element 0 . Denote $m_{j}(j \in \mathcal{N} \cup\{N+1\})$ as the $j$ th element of $\mathbf{m}_{\mathbf{r}_{i}} \cdot{ }^{1}$ Denote $v_{j, k}(j, k \in \mathcal{N} \cup\{N+1\})$ as the element of $\mathbf{V}_{\mathbf{r}_{i}}$ at the $j$ th row and $k$ th column.

Denote $d_{i, j}$ as the distance from user $j$ to $\mathrm{BS} i$. The following lemma for elements in $\mathbf{m}_{\mathbf{r}_{i}}$ is in order.

Lemma 1: Let $\omega=\sqrt{\sigma^{2}+5.57^{2}} \mathrm{~dB} ; \mu_{j}=10 \alpha \lg d_{i, i}-$ $10 \alpha \lg d_{i, j}$ for $j \in \mathcal{N}, j \neq i$; and $\mu_{N+1}=10 \alpha \lg d_{i, i}+2.5$. We have

$$
\begin{aligned}
& m_{j}=0, \text { if } j=i \\
& m_{j}=10^{\frac{\mu_{j}}{10}} \exp \left[\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right], \text { for } j \in \mathcal{N}, j \neq i ; \\
& m_{N+1}=10^{\frac{\mu_{N+1}}{10}} \exp \left[0.5\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]
\end{aligned}
$$

Proof: See Appendix A.
For $\mathbf{V}_{\mathbf{r}_{i}}$, we have $v_{j, k}=0$ when $j=i$ or $k=i$. Next we give expressions of other elements in $\mathbf{V}_{\mathbf{r}_{i}}$. First we have the following lemma for diagonal elements.

Lemma 2: We have

$$
\begin{aligned}
v_{j, j}=10^{\frac{\mu_{j}}{5}} & \left(\exp \left[4\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]-\exp \left[2\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]\right) \\
& \text { for } j \in\{0,1, \ldots, i-1, i+1, \ldots, N\} ; \\
v_{N+1, N+1}= & 10^{\frac{\mu_{N+1}}{5}}\left(\exp \left[2\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]\right. \\
& \left.-\exp \left[\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]\right)
\end{aligned}
$$

Proof: See Appendix C.
Next we give expressions of non-diagonal elements in $\mathbf{V}_{\mathbf{r}_{i}}$. First, we give the expression of $\bar{g}_{i, j}$ that is the mean value of $g_{i, j}$. Similar to the derivation of $m_{j}(j \in \mathcal{N}, j \neq i)$ shown in proof of Lemma 1 , for $j \neq i$, we have

$$
\bar{g}_{i, j}=10^{\frac{-2.5-10 \alpha \lg d_{i, j}}{10}} \exp \left[0.5\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]
$$

Then for $j, k \in\{0,1, \ldots, i-1, i+1, \ldots, N\}$ and $j \neq k$, we have

$$
\begin{aligned}
v_{j, k} & =v_{k, j}=\mathbb{E}\left(\frac{g_{i, j}}{g_{i, i}} \cdot \frac{g_{i, k}}{g_{i, i}}\right)-\mathbb{E}\left(\frac{g_{i, j}}{g_{i, i}}\right) \mathbb{E}\left(\frac{g_{i, k}}{g_{i, i}}\right) \\
& =\mathbb{E}\left(g_{i, j}\right) \mathbb{E}\left(g_{i, k}\right) \mathbb{E}\left(\frac{1}{g_{i, i}^{2}}\right)-\mathbb{E}\left(g_{i, j}\right) \mathbb{E}\left(g_{i, k}\right)\left[\mathbb{E}\left(\frac{1}{g_{i, i}}\right)\right]^{2} \\
& =\bar{g}_{i, j} \bar{g}_{i, k} v_{N+1, N+1}
\end{aligned}
$$

And similarly, we have

$$
v_{j, N+1}=v_{N+1, j}=\bar{g}_{i, j} v_{N+1, N+1}
$$

Now we have expressions of elements in $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$. According to [9], constraint (4) can be converted to

$$
\begin{equation*}
\sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \sqrt{\mathbf{y}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}} \leq p_{i} \tag{5}
\end{equation*}
$$

[^1]Therefore, the power allocation problem of the cells can be formulated as

$$
\begin{align*}
& \min \sum_{i=0}^{N} p_{i} \\
& \text { s.t. }\left\{\begin{array}{r}
\text { (i) } \quad \text { Constraint }(5), \quad i \in \mathcal{N} \\
\text { (ii) } \quad 0 \leq p_{i} \leq p_{i, \max }, \quad i \in \mathcal{N}
\end{array}\right. \tag{6}
\end{align*}
$$

where $p_{i, \max }$ is the maximum allowable transmit power of user $i$.

We take the solution of (6) as the power allocation for the considered two-tier femtocell network. The solution is conservative. However, since we do not have instantaneous CSI in (6), we do not need to collect instantaneous CSI. This also means that the solution of (6) is robust since we do not need to change the transmit power levels in the cells when the channels fluctuate with time. Overall, the major advantages of the solution of (6) are the very small communication and computation overhead, and the robustness to channel fluctuations.

## C. The Case when the Mean and Covariance Matrix of $\boldsymbol{r}_{i}$ Need to be Estimated

In the power allocation problem in (6), we should know $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$, the mean and covariance matrix of vector $\mathbf{r}_{i}$. When the channel gain distributions as described in Section II-A are known, $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$ can be derived, as we have done in Section II-B. However, it is possible that the channel gain distributions are not known, and thus, $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$ need to be estimated based on sampled data. In this subsection, we consider this case, and give a new transformation of the constraint in (4).

Suppose we have $L$ samples for $\mathbf{r}_{i},{ }^{2}$ denoted as $\mathbf{r}_{i, 1}, \mathbf{r}_{i, 2}, \ldots, \mathbf{r}_{i, L}$. The estimated mean of $\mathbf{r}_{i}$ can be written as

$$
\hat{\mathbf{m}}_{\mathbf{r}_{i}}=\frac{1}{L} \sum_{l=1}^{L} \mathbf{r}_{i, l}
$$

and the unbiased estimation of covariance matrix of $\mathbf{r}_{i}$ can be written as

$$
\hat{\mathbf{V}}_{\mathbf{r}_{i}}=\frac{1}{L-1} \sum_{l=1}^{L}\left(\mathbf{r}_{i, l}-\hat{\mathbf{m}}_{\mathbf{r}_{i}}\right) \times\left(\mathbf{r}_{i, l}-\hat{\mathbf{m}}_{\mathbf{r}_{i}}\right)^{T}
$$

Then the focus is on how to transform the constraint in (4) given $\hat{\mathbf{m}}_{\mathbf{r}_{i}}$ and $\hat{\mathbf{V}}_{\mathbf{r}_{i}}, i \in \mathcal{N}$.

Define a new random variable $z_{i} \triangleq-\mathbf{y}_{i}^{T} \mathbf{r}_{i}$. Accordingly, $z_{i}$ has $L$ samples, denoted as $z_{i, l}=-\mathbf{y}_{i}^{T} \mathbf{r}_{i, l}, l=1,2, \ldots, L$. We denote the real mean and variance of $z_{i}$ as $\mathrm{m}_{z_{i}}$ and $\mathrm{v}_{z_{i}}$, respectively, and denote the estimated mean and estimated variance of $z_{i}$ as $\hat{\mathrm{m}}_{z_{i}}=(1 / L) \sum_{l=1}^{L} z_{i, l}$ and $\hat{\mathrm{v}}_{z_{i}}=$ $(1 /(L-1)) \sum_{l=1}^{L}\left(z_{i, l}-\hat{\mathrm{m}}_{z_{i}}\right)^{2}$, respectively. The estimated mean and variance of $z_{i}, i \in \mathcal{N}$ can be obtained as:

$$
\begin{align*}
\hat{\mathrm{m}}_{z_{i}} & =\frac{1}{L} \sum_{l=1}^{L} z_{i, l}=\frac{1}{L} \sum_{l=1}^{L}\left(-\mathbf{y}_{i}^{T} \mathbf{r}_{i, l}\right) \\
& =-\mathbf{y}_{i}^{T}\left(\frac{1}{L} \sum_{l=1}^{L} \mathbf{r}_{i, l}\right)=-\mathbf{y}_{i}^{T} \hat{\mathbf{m}}_{\mathbf{r}_{i}} \tag{7}
\end{align*}
$$

[^2]\[

$$
\begin{align*}
\hat{\mathbf{v}}_{z_{i}} & =\frac{1}{L-1} \sum_{l=1}^{L}\left(z_{i, l}-\hat{\mathbf{m}}_{z_{i}}\right)^{2} \\
& =\frac{1}{L-1} \sum_{l=1}^{L}\left(-\mathbf{y}_{i}^{T} \mathbf{r}_{i, l}+\mathbf{y}_{i}^{T} \hat{\mathbf{m}}_{\mathbf{r}_{i}}\right)^{2} \\
& =\frac{1}{L-1} \sum_{l=1}^{L}\left(-\mathbf{y}_{i}^{T} \mathbf{r}_{i, l}+\mathbf{y}_{i}^{T} \hat{\mathbf{m}}_{\mathbf{r}_{i}}\right)\left(\mathbf{r}_{i, l}^{T}\left(-\mathbf{y}_{i}\right)+\hat{\mathbf{m}}_{\mathbf{r}_{i}}^{T} \mathbf{y}_{i}\right) \\
& =\left(-\mathbf{y}_{i}^{T}\right)\left(\frac{1}{L-1} \sum_{l=1}^{L}\left(\mathbf{r}_{i, l}-\hat{\mathbf{m}}_{\mathbf{r}_{i}}\right)\left(\mathbf{r}_{i, l}-\hat{\mathbf{m}}_{\mathbf{r}_{i}}\right)^{T}\right)\left(-\mathbf{y}_{i}\right) \\
& =\mathbf{y}_{i}^{T} \hat{\mathbf{V}}_{\mathbf{r}_{i}} \mathbf{y}_{i} . \tag{8}
\end{align*}
$$
\]

Thus, constraint (4) given $\hat{\mathbf{m}}_{\mathbf{r}_{i}}$ and $\hat{\mathbf{V}}_{\mathbf{r}_{i}}$ is equivalent to the following constraint

$$
\begin{equation*}
\inf _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, \mathrm{v}_{z_{i}}\right)} \operatorname{Pr}\left(z_{i} \leq p_{i}\right) \geq 1-\varepsilon_{i} \tag{9}
\end{equation*}
$$

given $\hat{\mathrm{m}}_{z_{i}}$ and $\hat{\mathrm{v}}_{z_{i}}$ as shown in (7) and (8), respectively.
Expression (9) can be rewritten as

$$
\begin{equation*}
\sup _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, \mathrm{v}_{z_{i}}\right)} \operatorname{Pr}\left(\frac{z_{i}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}} \geq \frac{p_{i}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}}\right) \leq \varepsilon_{i} . \tag{10}
\end{equation*}
$$

Further define new random variable

$$
u_{i}=\sqrt{\frac{L}{L-1}} \frac{\left(z_{i}-\hat{\mathrm{m}}_{z_{i}}\right)}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}}, i \in \mathcal{N}
$$

and define

$$
k_{i}=\sqrt{\frac{L}{L-1}} \frac{\left(p_{i}-\hat{\mathrm{m}}_{z_{i}}\right)}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}}, i \in \mathcal{N}
$$

For the region of $k_{i}$, we have the following lemma.
Lemma 3: With $\varepsilon_{i}$ close to 0 and $L$ large enough, we should have $k_{i}>1, i \in \mathcal{N}$.

Proof: We use proof by contradiction.
We first prove that $k_{i}<0$ leads to a contradiction. Suppose $k_{i}<0$, i.e., $p_{i}<\hat{\mathrm{m}}_{z_{i}}$, then

$$
\begin{align*}
& \sup _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, v_{z_{i}}\right.} \operatorname{Pr}\left(\frac{z_{i}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}} \geq \frac{p_{i}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{\hat{\mathrm{v}}_{i}}}\right) \\
& \geq \sup _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, v_{z_{i}}\right)} \operatorname{Pr}\left(\frac{z_{i}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}} \geq \frac{\hat{\mathrm{m}}_{z_{i}}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{{\hat{\mathrm{v}} z_{i}}}}\right) \\
& =\sup _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, v_{z_{i}}\right.} \operatorname{Pr}\left(z_{i} \geq \hat{\mathrm{m}}_{z_{i}}\right) \\
& \left.\geq \sup _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, v_{z_{i}}\right.}\right), z_{i} \text { is symmetrically distributed }  \tag{11}\\
& \operatorname{Pr}\left(z_{i} \geq \hat{\mathrm{m}}_{z_{i}}\right) .
\end{align*}
$$

When the random variable $z_{i}$ is symmetrically distributed, we have

$$
\begin{equation*}
z_{i} \sim\left(\mathrm{~m}_{z_{i}}, \mathrm{v}_{z_{i}}\right), z_{i} \text { is symmetrically distributed } \operatorname{Pr}\left(z_{i} \geq \mathrm{m}_{z_{i}}\right)=\frac{1}{2} . \tag{12}
\end{equation*}
$$

When $L$ is large enough, $\hat{\mathrm{m}}_{z_{i}}$ approaches to $\mathrm{m}_{z_{i}}$, and therefore, there exists a small $\epsilon$ such that

$$
\begin{align*}
& z_{i} \sim\left(\mathrm{~m}_{z_{i}}, \mathrm{v}_{z_{i}}\right), z_{i} \text { is symmetrically distributed } \\
& \geq_{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, \mathrm{v}_{z_{i}}\right), z_{i} \text { is symmetrically distributed }} \operatorname{Pr}\left(z_{i} \geq \hat{\mathrm{m}}_{z_{i}}\right)  \tag{13}\\
& \operatorname{Sr}\left(z_{i} \geq \mathrm{m}_{z_{i}}\right)-\epsilon .
\end{align*}
$$

From (11), (12), and (13), it can be seen that

$$
\sup _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, \mathrm{v}_{z_{i}}\right)} \operatorname{Pr}\left(\frac{z_{i}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}} \geq \frac{p_{i}-\hat{\mathrm{m}}_{z_{i}}}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}}\right) \geq \frac{1}{2}-\epsilon
$$

which contradicts (10) when $\varepsilon_{i}$ is close to 0 .
Next we prove that $0 \leq k_{i} \leq 1$ also leads to a contradiction.

Suppose $0 \leq k_{i} \leq 1, i \in \mathcal{N}$. By the definition of $k_{i}$ and (7) and (8), we have

$$
\begin{equation*}
-\mathbf{y}_{i}^{T} \hat{\mathbf{m}}_{\mathbf{r}_{i}} \leq p_{i} \leq \sqrt{\frac{L-1}{L}} \sqrt{\mathbf{y}_{i}^{T} \hat{\mathbf{V}}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \hat{\mathbf{m}}_{\mathbf{r}_{i}} \tag{14}
\end{equation*}
$$

When $L$ is large, $\hat{\mathbf{m}}_{\mathbf{r}_{i}}$ and $\hat{\mathbf{V}}_{\mathbf{r}_{i}}$ can almost approximate $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$ perfectly. Replace $\hat{\mathbf{m}}_{\mathbf{r}_{i}}$ and $\hat{\mathbf{V}}_{\mathbf{r}_{i}}$ with $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$ in (14), we get

$$
\begin{equation*}
-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}} \leq p_{i} \leq \sqrt{\frac{L-1}{L}} \sqrt{\mathbf{y}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}} \tag{15}
\end{equation*}
$$

When $\hat{\mathbf{m}}_{\mathbf{r}_{i}}$ and $\hat{\mathbf{V}}_{\mathbf{r}_{i}}$ can almost approximate $\mathbf{m}_{\mathbf{r}_{i}}$ and $\mathbf{V}_{\mathbf{r}_{i}}$ perfectly, the constraint (5) should also hold. From (15) and (5), it can be seen that

$$
\begin{equation*}
0 \leq \sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \leq \sqrt{\frac{L-1}{L}} \tag{16}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\frac{1}{2} \leq \frac{1}{2-\frac{1}{L}} \leq \varepsilon_{i} \leq 1 \tag{17}
\end{equation*}
$$

The inequality in (17) contradicts the fact that $\varepsilon_{i}$ is close to zero.

As a summary, $k_{i}<0$ and $0 \leq k_{i} \leq 1$ both lead to contradiction. Therefore, we should have $k_{i}>1$. This completes the proof.

Denote the sampled sequence of random variable $u_{i}$ as

$$
u_{i, l}=\sqrt{\frac{L}{L-1}} \frac{\left(z_{i, l}-\hat{\mathrm{m}}_{z_{i}}\right)}{\sqrt{\hat{\mathrm{v}}_{z_{i}}}}, l=1,2, \ldots, L
$$

then it can be seen that

$$
\begin{equation*}
\sum_{l=1}^{L} u_{i, l}=0 \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{l=1}^{L} u_{i, l}^{2}=L \tag{19}
\end{equation*}
$$

According to [10], for the sequence of $u_{i, l}, l=1,2, \ldots, L$ satisfying the equations (18) and (19), for $k_{i}>1$, we have

$$
\operatorname{Pr}\left(u_{i}^{2} \geq k_{i}^{2}\right) \leq \frac{1}{L}\left\lfloor\left(\frac{L}{k_{i}^{2}}\right)\right\rfloor
$$

in which $\lfloor\cdot\rfloor$ means floor function. So

$$
\begin{align*}
\operatorname{Pr}\left(u_{i} \geq k_{i}\right) & \leq \operatorname{Pr}\left(u_{i}^{2} \geq k_{i}^{2}\right) \\
& \leq \frac{1}{L}\left\lfloor\left(\frac{L}{k_{i}^{2}}\right)\right\rfloor \leq \frac{1}{L}\left(\frac{L}{k_{i}^{2}}\right)=\frac{1}{k_{i}^{2}} \tag{20}
\end{align*}
$$

Recall that constraint (4) is equivalent to constraint (10), which is further equivalent to $\sup _{z_{i} \sim\left(\mathrm{~m}_{z_{i}}, \mathrm{v}_{z_{i}}\right)} \operatorname{Pr}\left(u_{i} \geq k_{i}\right) \leq$ $\varepsilon_{i}$. From (20), if $1 / k_{i}^{2} \leq \varepsilon_{i}$, then constraint (10) is satisfied, and thus, constraint (4) is satisfied. Therefore, we try to satisfy $1 / k_{i}^{2} \leq \varepsilon_{i}$, which is equivalent to (based on definition of $k_{i}$ and (7) and (8))

$$
\begin{equation*}
\sqrt{\frac{L-1}{L \varepsilon_{i}}} \sqrt{\mathbf{y}_{i}^{T} \hat{\mathbf{V}}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \hat{\mathbf{m}}_{\mathbf{r}_{i}} \leq p_{i} \tag{21}
\end{equation*}
$$

So the power allocation problem with sampled data $\hat{\mathbf{m}}_{\mathbf{r}_{i}}$ and $\hat{\mathbf{V}}_{\mathbf{r}_{i}}, i \in \mathcal{N}$ can be given as

$$
\begin{align*}
& \min \sum_{i=0}^{N} p_{i} \\
& \text { s.t. }\left\{\begin{array}{cc}
\text { (i) } \quad \text { Constraint }(21), & i \in \mathcal{N} \\
\text { (ii) } & 0 \leq p_{i} \leq p_{i, \text { max }}, \\
i \in \mathcal{N} .
\end{array}\right. \tag{22}
\end{align*}
$$

Problem (22) has the same structure as problem (6). And constraint (21) has similar format to constraint (5). Therefore, similar to the solution of problem (6), the solution of problem (22) is also robust, and has the advantages of very small communication and computation overhead.

## D. Iterative Algorithm

The problem (6) and problem (22) are convex problems, and can be solved by a Lagrangian decomposition method. Since it is possible that problem (6) and problem (22) are not feasible (i.e., it might be impossible that all constraints are satisfied), the Lagrangian decomposition method may converge to a point that violates the constraints [11]. If this happens, call admission control is needed to remove some femtocell users.

As an alternative solution, next we give an iterative algorithm to solve problem (6), and perform call admission control if necessary. Since problem (22) has a similar structure to problem (6), it can be treated similarly.

It is easy to see, by Lagrangian method, that, if problem (6) is feasible, the solution satisfies

$$
p_{i}=\min \left\{\sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \cdot \sqrt{\mathbf{y}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}}, p_{i, \max }\right\}
$$

for all $i \in \mathcal{N}$.
Define vector $\mathbf{p} \quad=\quad\left[p_{0}, p_{1}, \cdots, p_{N}\right]$, $\mathbf{p}_{\max }=\left[p_{0, \max }, p_{1, \max } \cdots, p_{N, \max }\right]$, and $\mathbf{I}(\mathbf{p})=$ $\left[I_{0}(\mathbf{p}), I_{1}(\mathbf{p}) \cdots, I_{N}(\mathbf{p})\right]$, where

$$
\begin{equation*}
I_{i}(\mathbf{p})=\sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \cdot \sqrt{\mathbf{y}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}}, \quad i \in \mathcal{N} \tag{23}
\end{equation*}
$$

Then if problem (6) is feasible, its solution satisfies $\mathbf{p}=$ $\mathbf{A}(\mathbf{p}) \triangleq \min \left\{\mathbf{I}(\mathbf{p}), \mathbf{p}_{\text {max }}\right\}$. Here $\min (\mathbf{a}, \mathbf{b})$ means a vector whose $k$ th element is the minimum one of the $k$ th elements of vectors $\mathbf{a}$ and $\mathbf{b}$. We use $\mathbf{a} \succeq \mathbf{b}$ (or $\mathbf{a} \succ \mathbf{b}$ ) to represent that each element in vector $\mathbf{a}$ is not less than (or larger than) the corresponding element in vector $\mathbf{b}$.

We consider the following iterative algorithm:

$$
\mathbf{p}(t+1)=\mathbf{A}(\mathbf{p}(t))
$$

in which $\mathbf{p}(t)$ is $\mathbf{p}$ in the $t$ th iteration. In other words, at each iteration $t=1,2, \cdots$, user $i$ updates its transmit power level by $p_{i}(t+1)=A_{i}(\mathbf{p}(t))$, i.e.,

$$
\begin{equation*}
p_{i}(t+1)=\min \left\{I_{i}(\mathbf{p}(t)), p_{i, \max }\right\} \tag{24}
\end{equation*}
$$

Here $A_{i}(\mathbf{p}(t))$ is the $i$ th element of $\mathbf{A}(\mathbf{p}(t))$.
Next, we show that the iterative algorithm converges to optimal solution of problem (6) if problem (6) is feasible.

Definition [12]: a function $\mathbf{f}(\mathbf{p})$ is standard if it has three properties: 1) positivity, which means $\mathbf{f}(\mathbf{p}) \succ \mathbf{0}$ (here $\mathbf{0}$ is
a vector with all elements being 0); 2) monotonicity, which means $\mathbf{f}\left(\mathbf{p}^{\dagger}\right) \succeq \mathbf{f}(\mathbf{p})$ if $\mathbf{p}^{\dagger} \succeq \mathbf{p}$; 3) scalability, which means $\varrho \mathbf{f}(\mathbf{p}) \succ \mathbf{f}(\varrho \mathbf{p})$ for $\varrho>1$.
Next we check the three properties for functions $\mathbf{I}(\mathbf{p})$ and $\mathbf{p}_{\text {max }}$.

For $\mathbf{I}(\mathbf{p})$ :

- Positivity: All elements of $-\mathbf{y}_{i}$ and $\mathbf{m}_{\mathbf{r}_{i}}$ are nonnegative, and the last element of them are both positive. So $-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}}>0$. We also have $\sqrt{\mathbf{y}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{y}_{i}}=$ $\sqrt{\left(-\mathbf{y}_{i}\right)^{T} \mathbf{V}_{\mathbf{r}_{i}}\left(-\mathbf{y}_{i}\right)}>0$, because all elements of $-\mathbf{y}_{i}$ are non-negative with the last element being positive, and all elements of $\mathbf{V}_{\mathbf{r}_{i}}$ are non-negative with the element on the last row and last column being positive. Thus, we have

$$
I_{i}(\mathbf{p})=\sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \cdot \sqrt{\mathbf{y}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}}>0
$$

- Monotonicity: it is not difficult to find out that $I_{i}(\mathbf{p})$ is an increasing function of $p_{j}, j \neq i$. Therefore, for $\mathbf{p}^{\dagger} \succeq \mathbf{p}$, we have $I_{i}\left(\mathbf{p}^{\dagger}\right) \geq I_{i}(\mathbf{p})$.
- Scalability: For $\varrho>1, I_{i}(\varrho \mathbf{p})$ can be expressed as

$$
\begin{equation*}
I_{i}(\varrho \mathbf{p})=\sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \cdot \sqrt{\mathbf{w}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{w}_{i}}+\mathbf{w}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}} \tag{25}
\end{equation*}
$$

in which

$$
\mathbf{w}_{i}=\Gamma_{i}\left[\varrho p_{0}, \varrho p_{1}, \cdots, \varrho p_{i-1}, 0, \varrho p_{i+1}, \cdots, \varrho p_{N}, \delta^{2}\right]^{T} .
$$

Define

$$
\mathbf{x}_{i}=\Gamma_{i}\left[\varrho p_{0}, \varrho p_{1}, \cdots, \varrho p_{i-1}, 0, \varrho p_{i+1}, \cdots, \varrho p_{N}, \varrho \delta^{2}\right]^{T}
$$

All elements in $\mathbf{w}_{i}$ and $\mathbf{x}_{i}$ are non-negative, and the last elements of them are positive. The only difference between $\mathbf{w}_{i}$ and $\mathbf{x}_{i}$ is that the last element of $\mathbf{x}_{i}$ is larger. Since all elements in $\mathbf{m}_{\mathbf{r}_{i}}$ are non-negative, and its last element is positive, we have $\mathbf{w}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}}<\mathbf{x}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}}$. Since all elements of $\mathbf{V}_{\mathbf{r}_{i}}$ are non-negative, and its element on the last row and last column is positive, we have $\mathbf{w}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{w}_{i}<\mathbf{x}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{x}_{i}$. Together with (25), we have

$$
\begin{align*}
I_{i}(\varrho \mathbf{p}) & <\sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \cdot \sqrt{\mathbf{x}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{x}_{i}}+\mathbf{x}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}} \\
& \stackrel{(a)}{=} \sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \cdot \sqrt{\left(\varrho \mathbf{y}_{i}\right)^{T} \mathbf{V}_{\mathbf{r}_{i}}\left(\varrho \mathbf{y}_{i}\right)}-\varrho \mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}} \\
& =\varrho\left(\sqrt{\frac{1-\varepsilon_{i}}{\varepsilon_{i}}} \cdot \sqrt{\mathbf{y}_{i}^{T} \mathbf{V}_{\mathbf{r}_{i}} \mathbf{y}_{i}}-\mathbf{y}_{i}^{T} \mathbf{m}_{\mathbf{r}_{i}}\right) \\
& \stackrel{(b)}{=} \varrho I_{i}(\mathbf{p}) \tag{26}
\end{align*}
$$

in which $(a)$ is due to the fact $\mathbf{x}_{i}=-\varrho \mathbf{y}_{i}$, and (b) is due to expression of $I_{i}(\mathbf{p})$ given in (23). So $\mathbf{I}(\mathbf{p})$ has the property of scalability.
For $\mathbf{p}_{\text {max }}$, define $\mathbf{H}(\mathbf{p}) \triangleq \mathbf{p}_{\text {max }}$. Here $\mathbf{H}(\mathbf{p})$ is a constant vector, and is always equal to $\mathbf{p}_{\text {max }}$ for whatever $\mathbf{p}$. Apparently $\mathbf{H}(\mathbf{p})$ has the properties of positivity and monotonicity. For $\varrho>1$, since $\mathbf{H}(\mathbf{p})$ is a constant vector, we have $\mathbf{H}(\varrho \mathbf{p})=$ $\mathbf{p}_{\text {max }}$. So we have $\varrho \mathbf{H}(\mathbf{p})=\varrho \mathbf{p}_{\max }=\varrho \mathbf{H}(\varrho \mathbf{p}) \succ \mathbf{H}(\varrho \mathbf{p})$. So $\mathbf{H}(\mathbf{p})$ has the property of scalability.

Therefore, functions $\mathbf{I}(\mathbf{p})$ and $\mathbf{H}(\mathbf{p}) \triangleq \mathbf{p}_{\text {max }}$ are both standard. And apparently, function $\mathbf{A}(\mathbf{p})=\min \left\{\mathbf{I}(\mathbf{p}), \mathbf{p}_{\max }\right\}$ is also standard. Since $\mathbf{A}(\mathbf{p})$ is standard and problem (6) is convex, it can be concluded [12] that iterative algorithm
(24), i.e., $p_{i}(t+1)=A_{i}(\mathbf{p}(t)) \triangleq \min \left\{I_{i}(\mathbf{p}(t)), p_{i, \max }\right\}$, converges to the optimal solution of problem (6) if problem (6) is feasible.

Consider that the iterative algorithm (24) converges to a convergence point $\tilde{\mathbf{p}}=\left[\tilde{p}_{0}, \tilde{p}_{1}, \ldots, \tilde{p}_{N}\right] . \tilde{p}_{i}$ should be equal to either $I_{i}(\tilde{\mathbf{p}})$ or $p_{i, \max }$, whichever is less. If $\tilde{p}_{i}=I_{i}(\tilde{\mathbf{p}})$ for all $i \in \mathcal{N}$, which also implies $\tilde{p}_{i} \leq p_{i, \max }$, it can be seen that all constraints of problem (6) are satisfied, since $I_{i}(\tilde{\mathbf{p}})$ is the left handside of constraint (5) when the users use power levels $\tilde{p_{0}}, \tilde{p_{1}}, \ldots, \tilde{p_{N}}$. However, for a cell, say cell $i$, if we have $\tilde{p}_{i}=p_{i, \max }<I_{i}(\tilde{\mathbf{p}})$ (i.e., $\tilde{p}_{i}$ converges to $p_{i, \max }$ ), then we say power saturation happens at cell $i$, and call user $i$ a saturated user. In this situation, $\tilde{p}_{i}<I_{i}(\tilde{\mathbf{p}})$ means that at the convergence point, constraint (5) is not satisfied for cell $i$, which implies that $p_{i, \max }$ is not sufficiently large compared with interference. Since constraint (5) is transformed from constraint (2), power saturation at cell $i$ means that user $i$ 's quality-of-service cannot be guaranteed, i.e., the outage probability of user $i$ cannot be bounded below $\varepsilon_{i}$. So the problem (6) is infeasible, and thus, the system cannot accommodate all the users simultaneously. Therefore, call admission control should be performed to remove some users from the system such that the optimization problem (6) with the remaining users becomes feasible.

For call admission control, we have the following observations.

- If all saturated users are removed from the system, then problem (6) with the remaining users becomes feasible. The reason is as follows. For a non-saturated user (i.e., a user that is not a saturated user), say user $i$, constraint (5) is satisfied at the convergence point, that is

$$
\begin{equation*}
I_{i}\left(\left[\tilde{p}_{0}, \tilde{p}_{1}, \ldots, \tilde{p}_{N}\right]\right) \leq \tilde{p}_{i} \tag{27}
\end{equation*}
$$

If all saturated users are removed, which is equivalent to setting the power levels of the saturated users in (27) to be zero, the inequality (27) still holds, since $I_{i}\left(\left[\tilde{p}_{0}, \tilde{p}_{1}, \ldots, \tilde{p}_{N}\right]\right)$ is an increasing function of $\tilde{p}_{j}(j=$ $0,1,2, \ldots, N, j \neq i)$. Therefore, if we only keep the nonsaturated users, then constraint (5) is still satisfied for all the non-saturated users. Thus, problem (6) with only the non-saturated users is feasible.

- It is possible that problem (6) becomes feasible if part of the saturated users are removed. We use the following example to illustrate. Assume there are two saturated users, called user 1 and user 2. Consider that user 1 is removed and all other users keep using power levels at convergence point $\tilde{\mathbf{p}}$. For the constraint (5) of user 2 (which was originally not satisfied), removal of user 1 makes the left handside of (5) become smaller, and thus, it is possible that constraint (5) of user 2 becomes satisfied. In other words, it may not be necessary to remove all saturated users to make problem (6) feasible.
Based on the above observations, when there is only one saturated user and the user is a femtocell user, then we only need to remove the saturated user, which makes problem (6) become feasible. When there are multiple saturated users and all of them are femtocell users, we can remove the saturated


Fig. 1. The simulated two-tier femtocell network.


Fig. 2. Convergence performance of the iterative algorithm (24).
users one after another until problem (6) becomes feasible (i.e., power saturation does not happen at any remaining cell). On the other hand, if the macrocell user is a saturated user, it may not be good to remove the macrocell user, since the macrocell user should have a higher priority. Then we can remove the femtocell users one after another, based on descending order of their interference level to the macrocell user, until problem (6) becomes feasible.

Once the power allocation and/or the call admission decision are made, the results are sent to all the cells via, for example, the control channel of the macrocell.

## III. Performance Evaluation

Here we present simulation results. Consider one macrocell and four femtocells as shown in Fig. 1. The positions of the five BSs are $(0,0),(220,-140),(300,310),(360,-126)$,
$(252,400)$ (unit: meter). The positions of the five users are: $(100,60),(225,-143),(304,315),(378,-128), \quad(257,407)$. $R_{m}=500 \mathrm{~m}, R_{f}=30 \mathrm{~m}, p_{0, \max }=33 \mathrm{dBm}(2 \mathrm{~W})$, $p_{i, \max }=23 \mathrm{dBm}(200 \mathrm{~mW}), i=1,2,3,4 . \delta^{2}=10^{-9}$, $\Gamma_{0}=5 \mathrm{~dB}, \Gamma_{i}=15 \mathrm{~dB}, i=1,2,3,4 . \alpha=4, \sigma=6.5 \mathrm{~dB}$. $\varepsilon_{i}=\varepsilon, i=0,1,2,3,4$.

For our proposed scheme with known channel gain distributions, Fig. 2 shows the transmit power levels $p_{i}$ 's of the iterative algorithm in (24) when $\varepsilon=0.2$. The initial power level of cell $i$ is $p_{i, \max }$. It can be seen that the iterative algorithm converges within approximately 10 iterations.

We simulate the performance of our proposed scheme with known channel gain distributions and our proposed scheme without channel gain distribution information but using sampled data ( 30 samples are used for channel gain of each link). We change the value of $\varepsilon$ from 0.1 to 0.4 . For each specific $\varepsilon$ value, we first use the iterative algorithm in (24) to calculate the power allocation of the users, then with the power allocation, we run Monte-Carlo simulation using MATLAB to simulate the average outage probabilities of the users when the channels (desired channels and interference channels) vary as described in Section II-A. As a comparison, we also simulate the ideal scheme introduced in Section II-B and a naive scheme. The naive scheme has the average channel gain information of each link. By assuming the real channel gains take the values of the average channel gains, the naive scheme derives the transmit power levels of all the users such that the SINR of each user is not less than the corresponding target value. Then the derived transmit power levels are used in the simulation in which the channels vary as described in Section II-A.

The simulation results are shown in Tables I and II. Table I shows the outage probabilities of the five users in our proposed scheme with known channel gain distributions (represented by "proposed (known distributions)"), our proposed scheme with sampled data (represented by "proposed (sampled data)"), and the naive scheme. The ideal scheme does not have outage. It can be seen that for the proposed schemes with known channel gain distributions and with sampled data, the outage probability of each user is bounded by the threshold value $\varepsilon$, which demonstrates the robustness of the power allocation to time varying wireless channels. Since the naive scheme is based only on average channel gain information, the outage probability of each user is large. Table II shows the power consumption of the four schemes. It is clear that the naive scheme has the least power consumption since it is based only on average channel gain information. The ideal scheme has more power consumption than the naive scheme, but with less power consumption than the proposed schemes.

Next we compare the communication overhead and computation overhead of our proposed schemes with the ideal scheme.

Communication overhead: For the ideal scheme, for each fading block, the instantaneous channel gains of all desired links and interference links need to be measured, and the decision of power allocation needs to be delivered to all users. This can be achieved by $2(N+1)+1$ message exchanges.

- The first $N+1$ messages are as follows: Each of the

|  |  | user 0 |  | user 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Proposed (known | istributions) | \{0.001 0.0030 .0060 .008$\}$ |  | \{0.002 0.004 0.007 0.008\} | . 0070.008$\}$ |
| Proposed (sample |  | $\{0.0010 .0020 .0050 .006\}$ |  | $\{0.0020 .0030 .0060 .008\}$ | . 0060.008$\}$ |
| Naive |  | 0.597 |  | 0.623 |  |
|  | user 2 |  | user 3 |  | user 4 |
| Proposed (known distributions) | $\{0.0020 .0030 .0040 .008\}$ |  | $\{0.0020 .0040 .0090 .013\}$ |  | \{0.002 0.0050 .0060 .014$\}$ |
| Proposed (sampled data) | $\left\{\begin{array}{llll} & 0.003 & 0.003 & 0.006\end{array}\right.$ |  | $\{0.0020 .0040 .0110 .014\}$ |  | $\{0.0030 .0040 .0050 .012\}$ |
| Naive | 0.605 |  | 0.631 |  | 0.625 |

TABLE I
Simulated outage probabilities of the users in different schemes when $\varepsilon=\{0.1,0.2,0.3,0.4\}$.

|  |  | user 0 |  | user 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Proposed (know | distributions) | \{31.666 29.78428 .64127 .746$\}$ |  | \{14.336 10.505 8.102 6.249\} |  |
| Proposed (sampl | data) | \{32.852 30.172 29.11428 .275$\}$ |  | \{15.961 12.043 9.650 7.771\} |  |
| Naive |  | 7.003 |  | -22.019 |  |
| Ideal |  | 17.374 |  | -3.079 |  |
|  | user 2 |  | user 3 |  | user 4 |
| Proposed (known distributions) | \{12.200 7.131 4.788 3.115\} |  | \{23.010 20.053 17.932 16.352 \} |  | \{14.560 9.395 7.1385 .604$\}$ |
| Proposed (sampled data) | \{10.355 6.007 4.133 2.757\} |  | \{23.010 19.80417 .79416 .231$\}$ |  | $\left\{\begin{array}{lll}13.569 & 10.857 & 8.585 \\ 6.076\end{array}\right\}$ |
| Naive | -20.805 |  | -7.260 |  | -16.960 |
| Ideal | -2.761 |  | 4.607 |  | -2.195 |

TABLE II
SIMULATED POWER CONSUMPTION (UNIT: DBM) OF THE USERS IN DIFFERENT SCHEMES WHEN $\varepsilon=\{0.1,0.2,0.3,0.4\}$.
$N+1$ users sends a pilot message in turn, and based on reception of the pilot messages, each BS measures the channel gains from the sending users to itself.

- The subsequent $N+1$ messages are as follows: the $N+$ 1 BSs send their measured instantaneous channel gain information to the central controller in turn.
- The last message is as follows: Based on collected instantaneous channel gain information, the central controller makes a decision on the transmit power levels of the users and announces the decision.

Therefore, the communication overhead is $2(N+1)+1$ message exchanges per fading block. For the proposed scheme with known channel gain distributions, when a user joins the system, the user sends to the central controller a message containing information of its location and its BS's location, and the central controller runs the iterative algorithm to decide on the transmit power levels of the users and announces a message containing the power allocation decision. So the communication overhead is two message exchanges per user joining the system. For our proposed scheme with sampled data, we need $2(N+1)+1$ message exchanges per user joining the system. The first $N+1$ message exchanges are the $N+1$ users' pilot messages. For each pilot message, each BS takes a number of samples. When the $N+1$ pilot messages are completed, each BS, say BS $i$, can estimate the mean and covariance matrix of $\mathbf{r}_{i}$. Then all the $N+1 \mathrm{BSs}$ send their estimation to the central controller in turn (totally $N+1$ messages). The central controller runs the iterative algorithm, and announces the power allocation decision to all users (one message). So the communication overhead is $2(N+1)+1$ message exchanges per user joining the system. For the proposed schemes with known channel gain distributions and with sampled data, once a user joins the system, we do not need message exchanges for the fading
blocks.
Computation overhead: The ideal scheme needs to solve a power allocation problem per fading block. The power allocation is a convex problem. The proposed schemes with known channel gain distributions and with sampled data need to solve problem (6) and problem (22), respectively, per user joining the system. Both problems are convex and can be solved by using the iterative algorithm (24). Once a user joins the system, we do not need computation for the fading blocks.

Overall, it can be seen that the proposed schemes have much less communication overhead and much less computation overhead, and are particularly useful in fast fading environments.

## IV. Conclusion

In this paper, by proposing novel transformations, we have solved the power allocation problem in a two-tier femtocell network, and the solution is robust to time-varying channels in macrocell and femtocells. An iterative algorithm has been presented to find the power allocation. We have also investigated the case when the channel gain distributions are not known, and derived robust power allocation solution. Simulation results demonstrate that our schemes have strong robustness to channel fluctuations, with very small communication and computation overhead.

## Appendix

## A. Proof of Lemma 1

It is apparent that $m_{j}=0$ when $j=i$. Next we focus on the expression of $m_{j}$ when $j \in \mathcal{N}, j \neq i$.

The probability density function of $g_{i, j}(i, j \in \mathcal{N})$ can be approximated as [13], [14]

$$
\begin{align*}
f\left(g_{i, j}\right)= & \frac{10 / \ln 10}{g_{i, j} \sqrt{2 \pi \omega^{2}}} \\
& \quad \times \exp \left[-\frac{\left(10 \lg g_{i, j}+2.5+10 \alpha \lg d_{i, j}\right)^{2}}{2 \omega^{2}}\right] \tag{28}
\end{align*}
$$

where ' lg ' means logarithm to base 10 , and $\omega^{2}=\sigma^{2}+5.57^{2}$. Define $\tau_{j} \triangleq g_{i, j} / g_{i, i}, j \in \mathcal{N}, j \neq i$. The probability density function of $\tau_{j}$ can be derived as (the proof is given in Appendix B)

$$
\begin{equation*}
f\left(\tau_{j}\right)=\frac{10 / \ln 10}{\tau_{j} \sqrt{2 \pi \kappa^{2}}} \cdot \exp \left[-\frac{\left(10 \lg \tau_{j}-\mu_{j}\right)^{2}}{2 \kappa^{2}}\right] \tag{29}
\end{equation*}
$$

with $\mu_{j}=10 \alpha \lg d_{i, i}-10 \alpha \lg d_{i, j}$ and $\kappa^{2}=2 \omega^{2}$.
Based on (29), for $j \in \mathcal{N}, j \neq i$, we have

$$
\begin{align*}
& m_{j}= \mathbb{E}\left(\tau_{j}\right)=\int_{0}^{+\infty} \tau_{j} f\left(\tau_{j}\right) d \tau_{j} \\
&= \int_{0}^{+\infty} \frac{10 / \ln 10}{\sqrt{2 \pi \kappa^{2}}} \cdot \exp \left[-\frac{\left(10 \lg \tau_{j}-\mu_{j}\right)^{2}}{2 \kappa^{2}}\right] d \tau_{j} \\
& \stackrel{(c)}{=} \frac{1}{\sqrt{2 \pi \kappa^{2}}} \cdot 10^{\frac{\mu_{j}}{10}} \cdot \int_{-\infty}^{+\infty} 10^{\frac{x_{j}}{10}} \exp \left[-\frac{x_{j}^{2}}{2 \kappa^{2}}\right] d x_{j} \\
& \stackrel{(d)}{=} \exp \left[\frac{\left(\kappa^{2} \frac{\ln 10}{10}\right)^{2}}{2 \kappa^{2}}\right] \cdot 10^{\frac{\mu_{j}}{10}} \\
& \times \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2 \pi \kappa^{2}}} \exp \left[-\frac{\left[x_{j}-\kappa^{2} \frac{\ln 10}{10}\right]^{2}}{2 \kappa^{2}}\right] d x_{j} \\
& \stackrel{(e)}{=} \quad 10^{\frac{\mu_{j}}{10}} \exp \left[\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right] \tag{30}
\end{align*}
$$

in which $\mathbb{E}(\cdot)$ means expectation, $(c)$ comes from defining $x_{j}=10 \lg \tau_{j}-\mu_{j},(d)$ comes from

$$
10^{\frac{x_{j}}{10}}=\exp \left[\frac{\ln 10}{10} x_{j}\right]
$$

and $(e)$ comes from

$$
\int_{-\infty}^{+\infty} \frac{1}{\sqrt{2 \pi \kappa^{2}}} \exp \left[-\frac{\left[x_{j}-\kappa^{2} \frac{\ln 10}{10}\right]^{2}}{2 \kappa^{2}}\right] d x_{j}=1
$$

and $\kappa^{2}=2 \omega^{2}$.
Similarly, we can get the expression of $m_{N+1}$.

## B. Derivation of (29)

For presentation simplicity, denote $g_{i, j}, g_{i, i}$, and $\tau_{j}$ as $X$, $Y$, and $Z$, respectively. So we have $Z=X / Y$. From (28), we can have the probability density function of $X$ and $Y$ as

$$
\begin{align*}
f_{X}(x) & =\frac{10 / \ln 10}{x \sqrt{2 \pi \omega^{2}}} \cdot \exp \left[-\frac{\left(10 \lg x-\lambda_{j}\right)^{2}}{2 \omega^{2}}\right]  \tag{31}\\
f_{Y}(y) & =\frac{10 / \ln 10}{y \sqrt{2 \pi \omega^{2}}} \cdot \exp \left[-\frac{\left(10 \lg y-\lambda_{i}\right)^{2}}{2 \omega^{2}}\right] \tag{32}
\end{align*}
$$

where $\lambda_{j}=-2.5-10 \alpha \lg d_{i, j}$ and $\lambda_{i}=-2.5-10 \alpha \lg d_{i, i}$. Then after some math manipulation, the probability density function of $Z$ is given as

$$
\begin{equation*}
f_{Z}(z)=\int_{0}^{+\infty} y f_{X}(y z) f_{Y}(y) d y \tag{33}
\end{equation*}
$$

Replacing (31) and (32) in (33), we have

$$
\begin{array}{r}
f_{Z}(z)=\frac{10 / \ln 10}{z \sqrt{2 \pi \omega^{2}}} \cdot \int_{0}^{+\infty} \exp \left[-\frac{\left(10 \lg (y z)-\lambda_{j}\right)^{2}}{2 \omega^{2}}\right] \\
\times \frac{10 / \ln 10}{y \sqrt{2 \pi \omega^{2}}} \cdot \exp \left[-\frac{\left(10 \lg y-\lambda_{i}\right)^{2}}{2 \omega^{2}}\right] d y
\end{array}
$$

Let $b=10 \lg y-\lambda_{i}$. So we have $y=10^{\frac{b+\lambda_{i}}{10}}$, and $d y=$ $10^{\frac{b}{10}} \cdot 10^{\frac{\lambda i}{10}} \cdot \frac{\ln 10}{10} \cdot d b$, which lead to

$$
\begin{aligned}
f_{Z}(z)= & \frac{10 / \ln 10}{z \sqrt{2 \pi \omega^{2}}} \cdot \int_{-\infty}^{+\infty} \exp \left[-\frac{\left(b+10 \lg z+\lambda_{i}-\lambda_{j}\right)^{2}}{2 \omega^{2}}\right] \\
& \times \frac{1}{\sqrt{2 \pi \omega^{2}}} \cdot \exp \left[-\frac{b^{2}}{2 \omega^{2}}\right] d b \\
= & \frac{10 / \ln 10}{z \sqrt{2 \pi \omega^{2}}} \cdot \exp \left[-\frac{a^{2}}{4 \omega^{2}}\right] \\
& \times \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2 \pi \omega^{2}}} \exp \left[-\frac{\left(b+\frac{1}{2} a\right)^{2}}{\omega^{2}}\right] d b \\
= & \frac{10 / \ln 10}{z \sqrt{2 \pi \omega^{2}}} \cdot \exp \left[-\frac{a^{2}}{4 \omega^{2}}\right] \cdot \frac{1}{\sqrt{2}} \\
& \times \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2 \pi \vartheta^{2}}} \exp \left[-\frac{\left(b-\left(-\frac{1}{2} a\right)\right)^{2}}{2 \vartheta^{2}}\right] d b \\
= & \frac{10 / \ln 10}{z \sqrt{2 \pi \omega^{2}}} \cdot \exp \left[-\frac{a^{2}}{4 \omega^{2}}\right] \cdot \frac{1}{\sqrt{2}}
\end{aligned}
$$

in which the second equality comes from denoting $a=$ $10 \lg z+\lambda_{i}-\lambda_{j}$, the third equality comes from denoting $\vartheta^{2}=\omega^{2} / 2$, and the last equality comes from

$$
\int_{-\infty}^{+\infty} \frac{1}{\sqrt{2 \pi \vartheta^{2}}} \exp \left[-\frac{\left(b-\left(-\frac{1}{2} a\right)\right)^{2}}{2 \vartheta^{2}}\right] d b=1
$$

Applying $a=10 \lg z+\lambda_{i}-\lambda_{j}, \lambda_{i}=-2.5-10 \alpha \lg d_{i, i}$, and $\lambda_{j}=-2.5-10 \alpha \lg d_{i, j}$, we get

$$
f_{Z}(z)=\frac{10 / \ln 10}{z \sqrt{2 \pi \kappa^{2}}} \cdot \exp \left[-\frac{\left(10 \lg z-\mu_{j}\right)^{2}}{2 \kappa^{2}}\right]
$$

where $\kappa^{2}=2 \omega^{2}$ and $\mu_{j}=10 \alpha \lg d_{i, i}-10 \alpha \lg d_{i, j}$.

## C. Proof of Lemma 2

For $j=0,1,2, i-1, i+1, \cdots, N$, we have $v_{j, j}=\mathbb{E}\left(\tau_{j}^{2}\right)-$ $\left\{\mathbb{E}\left(\tau_{j}\right)\right\}^{2}=\mathbb{E}\left(\tau_{j}^{2}\right)-\left(m_{j}\right)^{2}$.

From (29), $\mathbb{E}\left(\tau_{j}^{2}\right)$ can be calculated as follows.

$$
\begin{aligned}
& \mathbb{E}\left(\tau_{j}^{2}\right)=\int_{0}^{+\infty} \tau_{j}^{2} f\left(\tau_{j}\right) d \tau_{j} \\
& =\int_{0}^{+\infty} \tau_{j} \cdot \frac{10 / \ln 10}{\sqrt{2 \pi \kappa^{2}}} \cdot \exp \left[-\frac{\left(10 \lg \tau_{j}-\mu_{j}\right)^{2}}{2 \kappa^{2}}\right] d \tau_{j} \\
& \stackrel{(f)}{=} \frac{1}{\sqrt{2 \pi \kappa^{2}}} \cdot 10^{\frac{2 \mu_{j}}{10}} \cdot \int_{-\infty}^{+\infty} 10 \frac{2 x_{j}}{10} \exp \left[-\frac{x_{j}^{2}}{2 \kappa^{2}}\right] d x_{j} \\
& \stackrel{(g)}{=} \frac{1}{\sqrt{2 \pi \cdot(2 \kappa)^{2}}} \cdot 10^{\frac{2 \mu_{j}}{10}} \int_{-\infty}^{+\infty} 10^{\frac{y_{j}}{10}} \exp \left[-\frac{\left(y_{j}\right)^{2}}{2 \cdot(2 \kappa)^{2}}\right] d y_{j} \\
& \stackrel{(h)}{=} \frac{1}{\sqrt{2 \pi \cdot(2 \kappa)^{2}}} \cdot 10^{\frac{2 \mu_{j}}{10}} \int_{-\infty}^{+\infty} \exp \left[-\frac{\left(y_{j}\right)^{2}}{2 \cdot(2 \kappa)^{2}}+\frac{\ln 10}{10} y_{j}\right] d y_{j} \\
& =10^{\frac{2 \mu_{j}}{10} \cdot \exp \left[2\left(\frac{\ln 10}{10} \kappa\right)^{2}\right]} \\
& \quad \times \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2 \pi \cdot(2 \kappa)^{2}}} \cdot \exp \left[-\frac{\left(y_{j}-4 \kappa^{2} \frac{\ln 10}{10}\right)^{2}}{2 \cdot(2 \kappa)^{2}}\right] d y_{j} \\
& \stackrel{(i)}{=} 10^{\frac{\mu_{j}}{5}} \exp \left[4\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]
\end{aligned}
$$

in which $(f)$ comes from denoting $x_{j}=10 \lg \tau_{j}-\mu_{j},(g)$ comes from denoting $y_{j}=2 x_{j}$, (h) comes from

$$
10^{\frac{y_{j}}{10}}=\exp \left[\frac{\ln 10}{10} y_{j}\right]
$$

and (i) comes from $\kappa^{2}=2 \omega^{2}$ and

$$
\int_{-\infty}^{+\infty} \frac{1}{\sqrt{2 \pi \cdot(2 \kappa)^{2}}} \cdot \exp \left[-\frac{\left(y_{j}-4 \kappa^{2} \frac{\ln 10}{10}\right)^{2}}{2 \cdot(2 \kappa)^{2}}\right] d y_{j}=1
$$

Therefore, from (30) we have

$$
\begin{aligned}
v_{j, j}= & \mathbb{E}\left(\tau_{j}^{2}\right)-\left(m_{j}\right)^{2} \\
= & 10^{\frac{\mu_{j}}{5}} \exp \left[4\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right] \\
& \quad-\left(10^{\frac{\mu_{j}}{10}} \exp \left[\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]\right)^{2} \\
& =10^{\frac{\mu_{j}}{5}}\left(\exp \left[4\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]-\exp \left[2\left(\frac{\ln 10}{10}\right)^{2} \omega^{2}\right]\right)
\end{aligned}
$$

Similarly, we can get the expression of $v_{j, j}$ with $j=N+1$.
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